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An Algorithm Study on Inverse
Identification of Interfacial
Configuration in a Multiple
Region Domain
A two-dimensional inverse heat conduction problem to determine the interfacial configu-
ration of a multiple region domain is solved by utilizing temperature readings on the
outer surface of the whole domain. The method used is the modified one-dimensional
correction method (MODCM) along with the finite element method. The MODCM is a
simple but very accurate method, which first solves the multidimensional inverse heat
conduction problem based on the simplified one-dimensional model, and the discrepancy
in the result caused by this one-dimensional simplification is corrected afterward by an
iterative process. A series of numerical experiments is conducted in order to verify the
effectiveness of the algorithm. The method can identify the interfacial configuration of the
multiple region domain with high accuracy. The average relative error of the identifica-
tion result is not more than 10.4% when the standard deviation of the temperature
measurement is less than 2.0% of the average measured temperature for the cases tested.
The number of the measurement points of the inspection surface can be reduced with no
obvious effect on the estimation results as long as it is still sufficient to describe the exact
interfacial configuration. The method is proved to be a simple, fast, and accurate one that
can solve successfully this interfacial configuration identification problem.
�DOI: 10.1115/1.2994765�

Keywords: inverse heat conduction problem, interfacial configuration, multiple region
domain, inverse identification, modified one-dimensional correction method
Introduction
Recently, inverse geometry problems, which are commonly en-

ountered in a number of engineering applications, constitute an
mportant kind of inverse heat conduction problems. Their practi-
al applications range from the cavity detection �1,2� to the shape
esign �3,4�. Solutions obtained in this kind of problems may
ignificantly increase the accuracy of component design and hence
ay improve the performance of the whole system.
The inverse geometry problem considered in this paper in-

olves determining the interfacial configuration of a multiple re-
ion domain based on the surface temperature measurements. This
pproach can be applied to many other applications, such as in-
erfacial configuration identification for composite materials and
hase change problems, ice thickness estimation in a thermal stor-
ge system, and crystal growth estimation �5�.

Many numerical methods have been developed for the inverse
eometry problem. Huang and Chao �6� studied a boundary iden-
ification problem of a flat plate with an irregular-shaped boundary
y both the conjugate gradient method and the Levenberg–
arquardt method along with the boundary element approach.

hey found that the result obtained by the conjugate gradient
ethod was better than that of the Levenberg–Marquardt method.

n this inverse geometry problem the conjugate gradient method
howed many advantages including the following: �i� needs very
hort computer time, �ii� does not require a very accurate initial
uess of the boundary shape, and �iii� needs fewer sensors. Huang
nd Tsai �7� also extended successfully the algorithm based on the
onjugate gradient method to the transient inverse geometry prob-

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received December 19, 2007; final manuscript
eceived June 17, 2008; published online December 15, 2008. Review conducted by

. Haji-Sheikh.

ournal of Heat Transfer Copyright © 20
lem of identifying unknown irregular boundary configurations
from external measurements. The steepest descent method was
also used by Huang et al. �8� to solve the two-dimensional mul-
tiple cavity estimation problem.

Fan et al. �9,10� applied the Levenberg–Marquardt method,
along with the finite volume method, to the identification of the
two- and three-dimensional simple shaped defects in a finite body
when the test piece is heated from one part of the outer boundary
and inspected at the other part. Numerical experiments certified
the effectiveness of the method, but the shape description param-
eters of the defect boundary should be defined beforehand
whether the defect shape is regular or irregular. Fan et al. �11,12�
also solved successfully the inner boundary identification problem
of pipelines and the irregular-shaped subsurface defect detection
problem by employing the conjugate gradient method along with
the finite element method.

In order to simplify the algorithm, Su and Chen �13� proposed
a simple noniterative approach for the identification of the inner
wall geometry of a furnace based on an inverse matrix method
and a virtual area concept. It was proved by the numerical ex-
amples that the proposed method has the following advantages: �i�
the computation is fast, �ii� the number of the measured points
needed is small, and �iii� the positions of the measured points have
negligible effect on the result of estimation.

Yang et al. �14� proposed a simple iterative algorithm, the one-
dimensional correction method �ODCM�, for solving the inverse
geometry problem. The method solves first the multidimensional
inverse problem based on a one-dimensional inverse function, and
then the discrepancy caused by this one-dimensional simplifica-
tion is corrected by an iterative process. As concluded by Yang et
al. from the numerical experiments, the largest advantage of this
simple method is that the stability of the method can guarantee the

convergence of the solution because the numerical method used in

FEBRUARY 2009, Vol. 131 / 021301-109 by ASME
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he algorithm is one of those for regular problem of differential
quation. However, there are limitations in the method: One is that
he final solutions are not converged completely to the original
efect profiles, the other is that further refining the node interval
oes not improve the precision level; moreover, it may lead the
terative process to diverge. On the basis of the work of Yang et al.
14�, Fan et al. �15� did some modifications to the ODCM and
pplied it to the inner pipe boundary identification problem.
ighly accurate results are obtained for this problem, and the

imitations mentioned above do not appear in the numerical ex-
mples anymore.

Up to now, as to the identification problem in a multiple region
omain, little work has been done. Huang and Chen �16� extended
he conjugate gradient method to a multiple region domain in
stimating time- and space-varying outer boundary configurations.
uang and Shih �5� also applied the conjugate gradient method in

he estimation of unknown irregular interfacial configurations in a
ultiple region domain. The results showed the effectiveness of

he presented method. As can be seen from Ref. �5�, the identifi-
ation of the interfacial configuration of a multiple region domain
s much more complicated than that of the single domain bound-
ry for the identification results may be affected by much more
actors such as the conductivity distribution and the temperature
easurement position; therefore systematic study and discussion

f this identification problem are necessary. In addition, further
esearch is in urgent need for the simple and accurate identifica-
ion algorithm.

Based on our previous work �15�, this work addresses the de-
elopment of the modified ODCM �MODCM� for the estimation
f the unknown interfacial configuration in a multiple region do-
ain. A series of numerical experiments is conducted to verify the

ffectiveness of the method. Also the effect of the factors such as
he temperature measurement error and measurement point num-
er is also investigated.

Temperature Distribution of Inspection Surface (Di-
ect Problem)

To illustrate the methodology for developing the expressions to
e used in determining the interfacial configuration in a multiple
egion domain, a two-dimensional heat conduction problem is
onsidered. The geometry of the domain is shown in Fig. 1. The
hole multiple region domain is a circle. The terms rin and rou
enote the inner and the outer radius of the domain, respectively.
n the practical inspection work, the interfacial configuration,
hich is described by the distance p��� from the domain center up

o the interface, is identified based on the temperature measure-
ent of the inspection surface, i.e., the outer surface of the do-
ain. The boundary conditions on both the inner and the outer

Fig. 1 Geometry of the multiple region domain
urfaces of the domain are convective heat transfer.

21301-2 / Vol. 131, FEBRUARY 2009
The interface condition along � is continuous. The temperature
and the heat flux profiles along the interface are the same on both
sides of the domains �1 and �2.

The temperature distribution of the outer surface of the whole
domain can be solved based on the following dimensionless two-
dimensional heat transfer equations and boundary conditions.

For the domain �1,

�2t1

�x2 +
�2t1

�y2 = 0 �1a�

− �1� �t1

�nin
� = hin�tin − tf� on inner surface �1b�

For the domain �2,

�2t2

�x2 +
�2t2

�y2 = 0 �2a�

− �2� �t2

�nou
� = hou�tou − t�� on outer surface �2b�

For the interface �,

t1 = t2 �3a�

− �1� �t1

�nint 1
� = − �2� �t2

�nint 2
� �3b�

where t is the temperature, � represents the thermal conductivity,
h denotes the film coefficient on the surface, subscripts 1 and 2
denote the parameters in domains �1 and �2, respectively, sub-
scripts in and ou denote the parameters on the inner surface and
outer surface, subscript int denotes the interface, n represents the
normal vectors indicated in the figure, and t� and tf are bulk
temperatures.

3 The MODCM (Inverse Problem)

3.1 Introduction of the MODCM. The MODCM is devel-
oped in our previous work �15� on the basis of the ODCM pre-
sented by Yang et al. �14� by correcting the iteration function,
modifying the calculation of the correction terms, and giving the
stopping criterion of the iteration. In Ref. �15� the MODCM
showed better performance than the ODCM in solving the inner
pipe boundary identification problem.

For the multidimensional inverse problem, the MODCM first
calculates the parameters to be identified based on a one-
dimensional inverse function. Then the discrepancy caused by the
one-dimensional simplification is corrected by an iteration pro-
cess, and the iteration function of which is deduced from Taylor’s
series expansion.

For the inverse problem of concern in this paper, the interfacial
configuration p��� is described by a vector P formed by the ele-
ment pi�i=1–m�, the distance between the center of the whole
domain and the ith discrete point on the interface, where m is the
number of the discrete points on the interface. The term pi is first
calculated based on the discrete measured temperature value
toi�i=1–m� of the inspection surface, i.e., the element of the mea-
sured temperature vector To, according to the one-dimensional
inverse function p1D�t�, which can be obtained easily from the
one-dimensional heat conduction problem.

Based on Taylor’s series expansion, the desired interfacial con-
figuration pi�toi� can be updated on the basis of the initial estima-
tion pi�ti� for each discrete point according to the following func-

tion:

Transactions of the ASME
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pi�toi� � pi�ti� + pi��ti��toi − ti� +
pi��ti��toi − ti�2

2!
�4�

here ti is the corresponding precise temperature distribution of
he inspection surface for the initial estimation of the interfacial
onfiguration, which can be calculated according to the multidi-
ensional Eqs. �1�–�3� based on the initial estimation of the in-

erfacial configuration, and the subscript o denotes the original
emperature measurement of the inspection surface.

An iteration process can then be derived for all discrete points
f the interface based on Eq. �4� when the vectors formed by the
lements pi� and pi� are expressed as P� and P�, respectively, for
ach iteration:

Pn+1 = Pn + P�n � �To − Tn� +
P�n

2!
� �To − Tn� � �To − Tn� �5�

f the last term is neglected, Eq. �5� becomes

Pn+1 = Pn + P�n � �To − Tn� �6�

here Pn is the nth estimated result of the interfacial configura-
ion after n−1 iterations; Tn is the vector describing the tempera-
ure distribution of the inspection surface when the configuration
f the interface is Pn; To is the original measured temperature
istribution at the inspection surface; P� and P� are the correction
erms; the symbol “�” in Eqs. �5� and �6� denotes the Hadamard
roduct, i.e., the element by element product, of two vectors with
he same size; and the superscript n is the iteration number. It
hould be mentioned that the vectors P, P�, P�, T, and To in Eqs.
5� and �6� have the same size m.

3.2 Computation of Correction Terms. The elements of the
wo vectors P� and P� in Eq. �5� or Eq. �6� can be determined
ased on the following functions �14�:

pi��ti� = 1/ti��pi� �7a�

pi��ti� = �pi��ti��� �7b�

ccording to Ref. �15�, the term ti��pi� in Eq. �7� of each iteration
s computed by perturbing the element pi of the interfacial con-
guration vector P obtained from the last iteration one by one and
omputing the resulting change in temperature ti of the corre-
ponding point of the inspection surface from the solution of the
ultidimensional heat conduction problem in Eqs. �1�–�3�. There-

fter, ti��pi� is calculated by the ratio of perturbations of the two
arameters: �ti /�pi. Then the two terms pi��ti� and pi��ti� are com-
uted for every point to get P� and P� according to Eq. �7�.

3.3 Stopping Criterion of the Iteration. For the MODCM,
he stopping criterion of the iteration is given as

J�P� = �
i=1

m

�pi
n+1 − pi

n�2 � � �8a�

here � is a small positive number, the superscript n denotes the
teration number, and m is the discrete point number of the inter-
ace. However, in the practical inspection work the observed tem-
erature data may contain measurement errors; therefore we do
ot expect Eq. �8a� to be equal to zero at the final iteration step.
ccording to Refs. �17,18�, when the measurement error is con-

idered the discrepancy principle used for the stopping criterion
ased on the difference of the temperature distributions calculated
nd measured is as follows:

�
i=1

m

�toi − ti
n�2 � � = m	2 �8b�

here 	 is the standard deviation of the temperature measure-
ent. As stated in Ref. �17�, such a stopping criterion gives the
nverse method an iterative regularization character. According to

ournal of Heat Transfer
Eq. �8b�, the stopping criterion can be developed for the MODCM
based on Eq. �6� as

J�P� = �
i=1

m

�pi
n+1 − pi

n�2 = �
i=1

m

�pi�
n�toi − ti

n��2 = � 
 Cm	2 �8c�

where C is a constant. The value of C can be defined based on the
value of � when it begins to fluctuate during the iteration process.
As will be shown in Sec. 4, C=1 is good enough to get a confi-
dent identification result for the problem of concern in this paper.
It should be mentioned why the stopping criterion �8b� is not used
for the MODCM is that the criterion �8a� showed its advantages
when solving the inverse problem based on thermographic tem-
perature measurement �15�.

3.4 Computational Procedure of the MODCM. The itera-
tive computational procedure for the solution of this interfacial
configuration identification problem using the MODCM can be
summarized as follows.

Calculate the initial interfacial configuration P1 based on the
measured temperature distribution of the inspection surface To by
using the one-dimensional inverse function p1D�t� to begin the
iteration process. Suppose Pn is available after n−1 iterations.

�i� Calculate the temperature distribution of the inspection
surface Tn based on the estimated configuration of the in-
terface Pn according to the multidimensional heat transfer
problem in Eqs. �1�–�3� by the finite element method.

�ii� Calculate the correction terms P�n and P�n in accordance
with Eq. �7�.

�iii� Calculate the new interfacial configuration Pn+1 based on
Eq. �5� or Eq. �6�. In this paper Eq. �6� is used.

�iv� Check the stopping criterion given by Eqs. �8a�–�8c�, then
return to step �i� if not satisfied.

4 Results and Discussion
In order to illustrate the effectiveness of the MODCM in iden-

tifying the irregular interfacial configuration p��� from the knowl-
edge of the temperature recordings at the outer surface of the
whole domain, a series of numerical examples with different in-
terfacial configurations is concerned in this section.

In all test cases considered in this paper, we have chosen rou
=0.3, rin=0.1, tf =100, t�=10, hin=1000, and hou=10. Equations
�1�–�3� are solved by the finite element method with linear trian-
gular element. The finite element mesh of one part of the whole
domain is schematically shown in Fig. 2. If not specifically men-
tioned, the number of the nodes or discrete points on the interface
is 24 and the number of the node layers is set as Nl=5. The
number of the node layers of domain �1 is set as 3. In the nu-
merical experiments, the measured temperature distribution To on

Fig. 2 Schematics of the finite element mesh for one part of
the whole domain „Nl: number of the node layers of the whole
domain; Nli: number of the node layers of domain �1; and �
and � are the discrete points used for the inverse calculation
on the interface and outer surface, respectively…
the outer boundary of the whole domain is simulated by the solu-

FEBRUARY 2009, Vol. 131 / 021301-3



t
c
m
t
w
t

m
e
l

w
e
m
b

r

w
r

f
c
f
p
i
p
t

w
o
o
t

o

F
m

0

ion of the two-dimensional Eqs. �1�–�3� with known interfacial
onfiguration, to which errors can be added to simulate the real
easurement data. Based on these simulated measurement data,

he identification work is conducted, and the results are compared
ith the known exact interfacial configuration to verify the effec-

iveness of the algorithm.
In order to compare the results for situations involving random
easurement errors, we assume normally distributed uncorrelated

rrors with zero mean and constant standard deviation. The simu-
ated inexact measurement data To can be expressed as

To = To,exact + W	 �9�

here To,exact is the solution of Eqs. �1�–�3� based on the known
xact interfacial configuration, 	 is the standard deviation of the
easurements, and W is a vector with the same size as To formed

y random numbers between −1.0 and 1.0.
In order to describe the precision level of the identification

esults, an average relative error �ARE� is also defined as

ARE =
1

m�
j=1

m 	 pi − p̆i

p̆i
	 � 100% �10�

here pi is the estimated result and p̆i describes the exact configu-
ation of the interface.

When the value of rou−rin is very small, the heat transferred
rom the inner surface of the whole domain to the outer surface
an be deemed as of one dimension, and therefore the heat trans-
er analysis of the whole domain can be made based on the sim-
lified one-dimensional physical model shown in Fig. 3. Then the
nverse one-dimensional function p1D�t� for every measurement
oint of the outer surface can be derived from the following equa-
ion:

q =
tf − t�

1

hin
+

�1

�1
+

�2

�2
+

1

hou

=
t − t�

1

hou

�11�

here q is the heat flux transferred from the inner surface to the
uter surface of the whole domain, �1 and �2 are the thicknesses
f domains �1 and �2, respectively, and t is the temperature of
he inspection surface. Based on the above equation,

p1D�t� = p�t� = rou − �2

= rou − 
 tf − t�

hou�t − t��
−

1

hin
−

1

hou
−

rou − rin

�1
��� 1

�2
−

1

�1
�

�12�

ig. 3 Simplified one-dimensional heat transfer model of the
ultiple region domain
r
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p1D�t� = p�t� = rin + �1

= rin + 
 tf − t�

hou�t − t��
−

1

hin
−

1

hou
−

rou − rin

�2
��� 1

�1
−

1

�2
�

�13�

In order to guarantee that the initial value P1 falls between rin
and rou, a modification coefficient e �e1� is added to Eqs. �12�
and �13�, respectively, then the one-dimensional inverse function
becomes

p1D�t� = rou − �2/e

= rou − 
 tf − t�

hou�t − t��
−

1

hin
−

1

hou
−

rou − rin

�1
��� 1

�2
−

1

�1
�/e

�14�
or

Fig. 4 Initial interfacial configurations calculated based on the
one-dimensional inverse function „11… or „12… for the two con-
ductivity distribution cases

Fig. 5 Effect of coefficient e on the initial interfacial configu-

rations of the iteration „�1=5, �2=2…
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p1D�t� = rin + �1/e

= rin + 
 tf − t�

hou�t − t��
−

1

hin
−

1

hou
−

rou − rin

�2
��� 1

�1
−

1

�2
�/e

�15�
It should be mentioned that the same initial interfacial configu-

ation is obtained based on the one-dimensional inverse function,
q. �12� or Eq. �13�. But to restrict the initial configuration P1 to

he range between ri and ro, whether Eq. �14� or Eq. �15� should
e used depends on the computed result based on Eq. �12� or Eq.
13�. When the calculated initial interfacial configuration falls out-
ide the range from the boundary p���=rou, i.e., the calculated �2

s a negative value, Eq. �15� should be used in order to make pi
1

rou. For the same reason, Eq. �14� should be used when the
alculated initial interfacial configuration falls outside the range
rom the inner boundary. For the specific test cases in this paper,
his decision can be made based only on the ratio of the two
onductivities �1 and �2, which will be discussed in detail in Sec.
.1.

4.1 Numerical Test Case I. The unknown interfacial configu-
ation is assumed to vary with � in the form

p��� = 0.2 + 0.05 sin���, 0 deg 
 � � 360 deg �16�
n order to study the effect of the conductivity distribution on the
dentification results, two kinds of conductivity distribution cases
re first studied. One is �1=5, �2=2, the other is �1=2, �2=5.

When the coefficient e is not used, the initial interfacial con-
gurations calculated based on the temperature recordings at the
uter surface by using the one-dimensional inverse function �12�
r �13� are plotted in Fig. 4. When �2 is larger than �1, the cal-
ulated initial interface configuration P1 falls outside the range
etween ri and ro from the side p���=0.3; therefore Eq. �15�

able 1 AREs of identification results of the interfacial con-
guration with different coefficient e

�

ARE

�1=2; �2=5 �1=5; �2=2

e=2 e=4 e=6 e=2 e=4 e=6

1.0 1.85% 1.85% 1.85% 0.37% 0.19% 0.24%
0.1 0.60% 0.60% 0.60% 0.06% 0.19% 0.24%
0.01 0.12% 0.12% 0.12% 0.02% 0.04% 0.05%
0.001 0.04% 0.04% 0.04% 0.004% 0.004% 0.004%

ig. 6 Interfacial configuration identification results when no

easurement error is considered „ε=0.01…

ournal of Heat Transfer
should be used in order to make pi
1�rou. For the same reason, Eq.

�14� should be used when �1 is larger. An example about the effect
of the coefficient e on the calculated initial interfacial configura-
tion when �1=5, �2=2 is shown in Fig. 5. In most cases, e=2 is
enough. This value is used in the following test cases if not spe-
cifically mentioned.

When no measurement error is considered, the AREs of the
identification results of the interfacial configurations for the two
conductivity distribution cases are reported in Table 1 when the
coefficient e is adopted as 2, 4, and 6, respectively. In the table, it

Fig. 7 Temperature distributions on the outer surface of the
whole domain for different conductivity distributions

Fig. 8 Effect of measurement error on the identification re-

sults: „a… �1=2, �2=5 and „b… �1=5, �2=2

FEBRUARY 2009, Vol. 131 / 021301-5
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s not difficult to see that a very good agreement is obtained �the
REs are smaller than 1.0%� for both cases when the stopping

riterion � is smaller than 0.1. An example is shown in Fig. 6 for
he two conductivity distribution cases when the stopping criterion
s �=0.01. For the studied cases in the table, when the stopping
riterion � is smaller than 0.01, the effect of the coefficient e on
he accuracy of the identification result is negligible. The accuracy
f the identification results is higher for cases �1=5, �2=2, i.e.,
1��2, when the stopping criterion is the same. This can be
xplained in Fig. 7 in which the temperature distributions on the
uter surface of the whole domain are plotted for four conductiv-
ty distributions. In the figure, when the conductivity distributions
re 2 and 5, 5 and 2, 2 and 20, and 20 and 2 for �1 and �2, the
aximum temperature differences are 6, 9, 8, and 19, respec-

able 2 AREs of identification results of the interfacial con-
guration with measurement error considered

	

ARE

�1=2; �2=5 �1=2; �2=20 �1=5; �2=2 �1=20; �2=2

0.1 1.29% 3.83% 0.54% 0.25%
0.5 9.52% 6.28% 2.08% 1.29%
1.0 9.74% 6.43% 4.06% 1.89%

ig. 9 Effect of measurement error on the identification re-
ults: „a… �1=2, �2=20 and „b… �1=20, �2=2
21301-6 / Vol. 131, FEBRUARY 2009
tively. The larger �1 in the conductivity pair results in a larger
maximum temperature difference on the outer surface of the
whole domain, which makes the measured temperature curve
easier to reflect the shape of the interface. In addition, all these
identification results were obtained within 20 s.

Figures 8 and 9 show the effect of the measurement error on the
identification results of the interfacial configuration. Here 	=0.1,
0.5, and 1.0 represent about 0.2%, 1.0%, and 2.0% of the average
measured temperature, respectively. The stopping criterion can be
obtained by the discrepancy principle given in Eq. �8c�. The AREs
of the identification results are reported in Table 2. From both the
figures and the table one can see that the maximum ARE is less
than 10%. The identification results are not sensitive to these mea-

Table 3 AREs of identification results when the number of
measurement points is reduced to 12 and 6

ARE

	 �1=2; �2=5 �1=2; �2=20 �1=5; �2=2 �1=20; �2=2

12 points

0.1 1.1% 3.9% 0.4% 0.2%
0.5 7.0% 7.3% 1.5% 0.7%
1.0 8.0% 7.9% 3.1% 1.1%

6 points
0.1 1.6% 4.5% 0.3% 0.4%
0.5 6.5% 6.9% 3.3% 0.7%
1.0 8.1% 6.7% 3.9% 1.2%

Fig. 10 Identification results of the interfacial configuration
when the number of measurement points is reduced to 12: „a…

�1=2, �2=5 and „b… �1=5, �2=2

Transactions of the ASME
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urement errors, and the solutions are good enough to be accepted
s the inverse solutions of the identification problem �4,5�. From
he figures, one can also see that the effect of the measurement
rror is relatively obvious for the case when �1 is smaller and that
he results with higher accuracy can be obtained when the differ-
nce between �1 and �2 is increased due to the larger maximum
emperature difference, as is shown in Fig. 7, on the outer surface
f the domain.

The above test cases seem unrealistic since too many sensors
re used in the numerical experiments. Can the number of sensors
e reduced with the present approach? Table 3 answered this
uestion, in which the number of the sensors on the outer surface
f the domain is reduced to 12 and 6, respectively. In Fig. 10, both
he estimated points and the B-spline fitting lines are also plotted
or 	=1.0 and 	=0.1 when 12 temperature measurement points
re used. It should be mentioned that 24 discrete points are still
sed to simulate the temperature measurement, and the tempera-
ure readings of the 6 and 12 points distribute uniformly along the
uter boundary. In order for the convenience to compare the re-
ults with previous ones, interpolation is used to get a 24-point
nterfacial geometry and based on which the ARE of the identifi-
ation result is calculated. From the table, one can see that the

ig. 11 Identification results of the interfacial configuration
ith 24 measurement points for test case II: „a… �1=2, �2=5 and

b… �1=5, �2=2
RE of the identification result changes little when the number of

ournal of Heat Transfer
temperature measurement points is reduced. This represents that
the number of sensors can be reduced when the MODCM is ap-
plied.

4.2 Numerical Test Case II. In the second test case, the in-
terfacial configuration is taken as

p��� = 0.20, 0 deg 
 � 
 120 deg

0.25, 120 deg � � 
 240 deg

0.20, 240 deg � � � 360 deg
� �17�

The identification results for both conductivity pairs, i.e., 2–5
and 2–20, are plotted in Figs. 11 and 12, respectively. The stop-

Table 4 AREs of the identification results of the interfacial
configuration for test case II

�1; �2

ARE

	=0.0 	=0.5 	=1.0

2; 5 0.8% 5.6% 8.1%
5; 2 0.4% 2.4% 4.0%

2; 20 1.3% 4.0% 5.0%
20; 2 0.2% 1.5% 2.2%

Fig. 12 Identification results of the interfacial configuration
with 24 measurement points for test case II: „a… �1=2, �2=20
and „b… �1=20, �2=2
FEBRUARY 2009, Vol. 131 / 021301-7



p
m
s
I
t
i
T
t
e
A
m

T
m

1

F
w
�

0

ing criterion �=0.01 is adopted for the cases when no measure-
ent error is considered. When the measurement error is in con-

ideration, the stopping criterion is calculated based on Eq. �8c�.
n this case, 	=0.5 and 1.0 still represent about 1.0% and 2.0% of
he average measured temperature, respectively. The AREs of the
dentification results for a series of specific cases are reported in
able 4 when 24 temperature measurement points are used. From

he figures and the table, one can see that the resultant average
rror of the inverse solutions is smaller than 10%, mostly 5%.
gain, the identification results are not sensitive to the measure-
ent error.
In Table 5, the AREs of identification results are reported when

able 5 AREs of identification results when the number of
easurement points is reduced to 12 and 6

	

ARE

�1=2; �2=5 �1=5; �2=2 �1=2; �2=20 �1=20; �2=2

2 points 0.1 1.5 1.3 4.0 1.3
0.5 4.0 2.2 4.4 1.7
1.0 5.0 3.3 5.0 2.0

6 points 0.1 3.2 3.0 5.3 2.9
0.5 4.9 4.3 5.7 3.1
1.0 6.2 4.8 6.3 3.3

ig. 13 Identification results of the interfacial configuration
hen the number of measurement points is reduced to 6: „a…

1=2, �2=5 and „b… �1=5, �2=2

21301-8 / Vol. 131, FEBRUARY 2009
the number of the temperature measurement points is reduced to
12 and 6, respectively. From the table it is not difficult to see that
confident identification results can still be obtained for this test
case. But from the table one can see that the AREs of results with
6 points used are larger than that with 12 points used. The reason
is that six points are not enough to describe exactly the interfacial
configuration with sharp changes of this test case anymore though
confident identification results can still be obtained for these six
discrete points of the interfacial configuration, as marked by ar-
rows in Fig. 13. This implies that more temperature measurement
points should be used for the interfacial configurations with sharp
changes to get more accurate identification results though the
number of the measurement points affects little on the results of
these specific selected discrete points.

4.3 Numerical Test Case III. In the third test case, the inter-
facial configuration is taken as an ellipse with a long axis of 0.25
and a short one of 0.15. This can be expressed as

p��� = ��0.15 cos ��2 + �0.25 sin ��2, 0 deg 
 � � 360 deg

�18�
The estimations of the interfacial configuration with 24 tem-

Fig. 14 Identification results of the interfacial configuration
with 24 measurement points for test case III: „a… �1=2, �2=5 and
„b… �1=5, �2=2
perature measurement points are plotted in Figs. 14 and 15 for
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ifferent kinds of conductivity distributions. More descriptions on
he accuracy of the identification results of a series of testing
ases, when 24 measurement points are used, are listed in Table 6.

In this subsection, the stopping criterion is �=0.0001 when no
easurement error is considered. The results show that very ac-

urate results can be obtained as long as the stopping criterion is
mall enough when 	=0. Though the effect of measurement error
o the identification results is relatively obvious when �1��2, the
esults can still be accepted as very good estimations of the inter-
acial configuration for the AREs are less than 11%. It should also
e mentioned that the iteration process is very fast since all these

able 6 AREs of the identification results of the interfacial
onfiguration for test case III

�1; �2

ARE

	=0.0 	=0.5 	=1.0

2; 5 0.02% 7.7% 8.3%
5; 2 0.01% 2.4% 3.9%
2; 20 0.1% 8.3% 10.4%
20; 2 0.003% 2.7% 2.9%

ig. 15 Identification results of the interfacial configuration
ith 24 measurement points for test case III: „a… �1=2, �2=20
nd „b… �1=20, �2=2
ournal of Heat Transfer
identification results are obtained within 1 min.
In Table 7, the effect of the value of the constant C on the

precision level of identification results is studied for this test case
and case II with sharp changes in the interfacial configuration.
From the table, one can see that the value of ARE decreases when
the constant C is reduced from 10 to 0.1, and then it begins to
fluctuate for most examples when C=0.01. But for C=1 and C
=0.1, the AREs have not much difference and most of them are
less than 5%. This implies that it is appropriate to use C=1 to
calculate the stopping criterion of the iteration for the test cases in
this paper.

From the preceding three numerical test cases, it was concluded
that the MODCM is now applied successfully in this two-
dimensional inverse geometry problem for predicting the un-
known interfacial configurations.

5 Conclusions
The modified one-dimensional correction method was success-

fully applied for the solution of the shape identification problem to
determine the unknown irregular interfacial configuration by uti-
lizing temperature readings on the outer surface of the whole do-
main. Several test cases involving different functional forms of
the unknown interfacial configuration, different measurement er-
rors, and different measurement point numbers were considered.
The numerical testing results conclude that �i� the identification
results with very high accuracy can be obtained as long as the
temperature measurement is precise, �ii� a very good identification
result �ARE
10.0%� of the interfacial configuration can also be
obtained when the measurement error is considered, �iii� the rate
of convergence is fast using the MODCM, and �iv� the number of
sensors can be reduced to 12 or 6 without affecting obviously the
accuracy of the inverse solution.
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Nomenclature
C � constant
P � vector of the interfacial configuration

P� � vector of the correction term
P� � vector of the correction term
T � vector of the temperature distribution on the

outer surface
W � vector of the random number

t � temperature
n � iteration number
h � film coefficient
n � normal vector

Table 7 AREs of identification results for different C in the
stopping criterion for cases II and III

�1; �2 	

ARE

C=10 C=1 C=0.1 C=0.01

Case II 5; 2 0.1 1.1% 1.0% 1.0% 0.9%
0.5 3.2% 2.4% 2.4% 2.7%

2; 5 0.1 5.8% 1.5% 1.5% 9.3%
0.5 9.3% 5.6% 5.0% 14.7%

Case III 2; 5 0.1 12.3% 1.6% 1.4% 1.3%
0.5 15.8% 7.7% 4.4% 6.2%

5; 2 0.1 1.8% 0.9% 0.7% 0.8%
0.5 5.5% 2.4% 2.4% 2.5%
q � heat flux
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e � modification coefficient

reek Symbols
� � thermal conductivity
� � domain
� � domain thickness in Fig. 3
� � stopping criterion of iteration
	 � standard deviation of temperature measurement

ubscripts
in � inner surface
ou � outer surface
int � interface

f � fluid inside the inner surface
� � fluid outside the domain

1D � one-dimensional
o � original measured temperature
m � number of discrete points
l � node layer of the whole domain

li � node layer of the inner domain
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Condensation Heat Transfer of
Carbon Dioxide Inside Horizontal
Smooth and Microfin Tubes at
Low Temperatures
This paper presents heat transfer data for the condensation of CO2 at low temperatures
in horizontal smooth and microfin tubes. The test tubes included a 3.48 mm inner diam-
eter smooth tube and a 3.51 mm melt-down diameter microfin tube. The test was per-
formed over a mass flux range of 200–800 kg /m2 s and at saturation temperatures of
�25°C and �15°C, respectively. The effect of various parameters—diameter, mass flux,
vapor quality, and temperature difference between inner wall and refrigerant—on heat
transfer coefficient and enhancement factor is analyzed. The data are compared with
several correlations. The existing correlations for the smooth tube mostly overpredicted
the heat transfer coefficients of the present study, which is possibly resulted from the
characteristics of carbon dioxide as a “high pressure refrigerant.” For the microfin
tubes, due to the complexity and variety of fin geometry and flow mechanisms in microfin
tubes, most of the correlations for the microfin tube were not applicable for the experi-
mental data of the present study. The average enhancement factors and penalty factors
evidenced that it was not always true that the internally finned geometry guaranteed the
superior in-tube condensation performance of the microfin tube in refrigeration and
air-conditioning systems. �DOI: 10.1115/1.2993139�

Keywords: carbon dioxide, microfin tube, heat transfer coefficient, low temperature,
two-phase
Introduction
One of the most common techniques for augmenting in-tube

ondensation in refrigeration and air-conditioning systems is the
se of microfin tubes developed at the end of 1970. However, in
pite of the recent interest in CO2, little, if any, experimental data
r analysis on the condensation of CO2 in the microfin tube has
ot been presented. It is mainly because in the typical operating
ange of refrigeration and air-conditioning systems, the “gas cool-
ng” process usually occurs, not “condensation” process of CO2.
ut some applications need a low temperature level, harmless and
dorless working fluids. CO2, as a natural refrigerant, could be a
olution for this application such as a secondary loop of a “cas-
ade system.”

Typical microfin tubes available for industrial applications are
ade of copper and have an outside diameter from 4 mm to 15
m, a single set of 50–70 spiral fins with a helix angle from 6 deg

o 30 deg, a fin height from 0.1 mm to 0.25 mm, and triangular or
rapezoidal fin shapes with an apex angle from 25 deg to 90 deg
1�. Although there are some tests showing that the local enhance-
ent factor �EF� �ratio of the microfin tube heat transfer coeffi-

ient to the smooth tube heat transfer coefficient that is obtained
rom the tests with equivalent diameters at the same operating
onditions� can be less than 1 at specific operating conditions and
he microfin tube geometry �2�, microfin tubes generally enhance
he heat transfer performance by a factor of 1.5–2.8 with a slight
ncrease in the pressure drop when compared with a smooth tube
aving an equivalent diameter at the same operating conditions
3�. The enhancement mechanism is generally explained by three
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major factors: �i� increase in the effective area, �ii� liquid drainage
due to the surface tension, and �iii� turbulence induced in the
liquid film by the microfins.

In this paper, the heat transfer data for the condensation of CO2
at low temperature in horizontal smooth and microfin tubes are
presented. To analyze the heat transfer performance and charac-
teristics of microfin tubes, the condensation experiment was per-
formed in a 3.48 mm inner diameter smooth tube and a 3.51 mm
melt-down diameter microfin tube. The heat transfer coefficient
data from Zilly et al. �4� are used to investigate the effect of the
diameter on the heat transfer performance. The ratio of the effec-
tive heat transfer area of the microfin tube to the smooth tube is
2.84. To identify the effect of various parameters on heat transfer
coefficients and EFs, experiments were performed at several test
conditions listed in Table 1. There are many existing semi-
empirical correlations that predict the heat transfer coefficient dur-
ing condensation but a few correlations cover every flow regime
during condensation. The experimental data are compared with
various heat transfer coefficient correlations during condensation.

2 Literature Review

2.1 Condensation Heat Transfer in Smooth Tubes. Dobson
and Chato �5� conducted an experimental study of heat transfer
and flow regimes during condensation of refrigerants in horizontal
tubes. Tests were performed in smooth horizontal round tubes
with diameters ranging from 3.14 mm to 7.04 mm using refriger-
ants R22, R134a, and R410A and near-azeotropic blends of R32/
R125 �50/50 and 60/40 by mass�. The authors observed flow re-
gimes and reported that the wavy to wavy-annular flow transition
occurs at Frso=7, and the wavy-annular to annular flow transition
was well predicted at the value Frso=18. The expression for the

modified Froude number suggested by Soliman �6� is given by

FEBRUARY 2009, Vol. 131 / 021501-109 by ASME
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Frso = 0.025 Rel
1.59�1 + 1.09X0.039

X
�1.5 1

Ga0.5 for Rel � 1250

�1a�

Frso = 1.26 Rel
1.04�1 + 1.09X0.039

X
�1.5 1

Ga0.5 for Rel � 1250

�1b�
obson and Chato �5� also proposed a heat transfer coefficient

orrelation during condensation that consists of two parts: annular
ow condensation and wavy flow condensation. Cavallini et al.
7� presented a predicting model to compute the heat transfer co-
fficient and pressure drop during condensation. The authors
tated that existing semi-empirical correlations were not able to
redict the heat transfer coefficients for some fluids under ex-
ended operative conditions because of their limited validity
anges; even when the validity ranges were appropriate, quite a
ew procedures display acceptable discrepancies when applied
ith the new “high pressure” fluids. Recently, El Hajal et al. �8�
eveloped a void fraction model and flow regime map for conden-
ation by slightly modifying the flow pattern map of Kattan et al.
9� that is originally developed for evaporation. The authors men-
ioned that the homogeneous model is applicable to flows where
he vapor and liquid phases travel at nearly the same velocity,
uch as near the critical point or at very high mass velocities
here the flow regime is either bubbly flow or mist flow. They

lso said that no existing void fraction model is valid over the
ntire pressure range up to the critical pressure since none tend to
pproach the homogeneous model as the saturation pressure gets
lose to the critical pressure. This means that existing void frac-
ion models are only valid over the typical operating range of
educed pressure, while high pressure refrigerants, which has rela-
ively high operating pressure �or reduced pressure�, cannot be
redicted well by existing void fraction models. The same authors
resented a heat transfer model during condensation based on a
redeveloped void fraction model and flow regime map �10� as
ell. The database that is used for developing the correlation cov-

rs a very broad range of conditions: mass flux from 24 kg /m2 s
o 1022 kg /m2 s, vapor qualities from 0.02 to 0.80, and tube
nner diameters from 3.1 mm to 21.4 mm.

2.2 Condensation Heat Transfer in Microfin Tubes. Khan-
ara et al. �11� experimentally investigated the effects of several
eometrical parameters �peak shape, valley shape, fin height,
umber of fins, and spiral angle� on single phase and condensation
eat transfer and pressure drop. The authors reported that the av-
rage heat transfer coefficient is increased by 45% to 283% over
he reference smooth tube value while the pressure drop increase
as generally less than 100%. Schlager et al. �12� presented heat

ransfer and pressure drop data during evaporation and condensa-
ion of R22 in horizontal microfin tubes having 9.5 mm outer
iameter and 8.9 mm maximum inner diameter. The authors re-
orted that the EFs range from 1.4 to 1.9 for the various test
onditions. The heat transfer enhancement is greater than the sur-
ace area increase due to the fins, which ranged from 1.38 to 1.55
or the microfin tubes. The same authors conducted similar experi-
ental test with a microfin tube having 12.7 mm outer diameter

nd 11.7 mm maximum inner diameter �13�. They concluded that
o significant differences in performance are observed between

Table 1 Test conditions in the present study

escription Present study Zilly et al. �4�

�kg /m2 s� 200, 400, 800 200, 300, 400

s �°C� −25, −15 −25, −15
T �°C� 3, 6 3, 6
.52 mm and 12.7 mm microfin tubes. Comparative studies were

21501-2 / Vol. 131, FEBRUARY 2009
performed by Eckels and Pate �14� on evaporation and condensa-
tion heat transfer coefficients with R134a and R12 in smooth and
microfin tubes. They reported that when R134a and R12 were
compared at equivalent cooling capacities, the R134a heat transfer
coefficients were about 10% higher for both evaporation and con-
densation. They also showed that the EFs during condensation of
R134a varied from 1.75 to 2.5 and that of R12 varied from 1.7 to
2.3, while the penalty factors �PFs� were less than EFs. Eckels and
Tesene �15� also conducted comparative studies on the condensa-
tion heat transfer in the microfin tube with R22, R134a, R410A,
and R407C. Their experimental results reveal that R134a has the
highest performance in both the smooth tube and the microfin
tube. R22 and R410A had similar performances that were slightly
less than R134a, while R407C had the lowest performance of the
refrigerants tested. Eckels and Tesene �15� also reported an inter-
esting experimental result; heat transfer coefficients decrease at
first as the mass flux increases, then heat transfer coefficients in-
crease at the higher mass fluxes. The authors explained that the
complex interactions between surface fins and fluid could contrib-
ute to this effect. Yang and Webb �16� proposed a predictive
model for condensation in small hydraulic diameter tubes having
axial microfins. With this analysis, they evidenced that the surface
tension drainage effect on the heat transfer in microfin tubes is
significant at low mass flux and high vapor quality region where
the fin tip is still unflooded, while at high mass flux this effect is
not as strong due to the higher vapor shear force at high vapor
quality. The authors also reported that a smaller fin tip radius
provides a higher surface tension force. Zilly et al. �4� conducted
experimental studies on condensation of CO2 at low temperatures
in the microfin tube. The experiments were performed in a smooth
tube with a diameter of 6.10 mm and a microfin tube with a
melt-down diameter of 6.26 mm for mass fluxes ranging from
200 kg /m2 s to 400 kg /m2 s. The authors showed that the local
EFs varied from 2.0 to 3.6, and the local PFs varied from 1.1 to
2.2 and from 1.1 to 1.6 for horizontal and vertical tubes, respec-
tively. They also reported that the effect of the mass flux on mi-
crofin tube heat transfer coefficients was negligible, which is dif-
ferent from the general trend of heat transfer coefficients in
horizontal microfin tubes. Jang and Hrnjak �17� continued and
supplemented the work of Zilly et al. �4� with additional experi-
ments and visualization. They showed that existing heat transfer
coefficient correlations significantly overpredicted the experimen-
tal results. Various types of predictive models for heat transfer
coefficients during condensation in microfin tubes were proposed
by Luu and Bergles �18�, Kaushik and Azer �19�, Cavallini et al.
�20�, Shikazono et al. �21�, Yu and Koyama �22�, Kedzierski and
Goncalves �2�, Nozu and Honda �23�, and Goto et al. �24�. Due to
the complexity and variety of fin geometry and flow mechanism in
microfin tubes, to the authors’ knowledge, the effort to try to find
a truly robust predictive model is still necessary.

3 Experimental Facility

3.1 Experimental Test Setup. Figure 1 shows a simplified
sketch of the testing facility. The flow in the loop is driven by a
variable speed gear pump �1�. Following the pump, the refrigerant
flow is measured by a Coriolis flow meter �2�. A calorimeter �3� is
used to bring the subcooled liquid refrigerant to the desired state
at the inlet of the test section. The calorimeter has two parallel
electrical heaters. Each heater is inside a copper tube with the
refrigerant flowing through the spirally articulated annulus. By
adjusting the power to the calorimeter the quality of CO2 at the
test section is regulated. After the calorimeter the refrigerant flows
along a horizontal pipe of 1 m length to establish a flow pattern
dependent on mass flux and quality. The refrigerant then enters the
test section �4�, which is described in detail in Sec. 3.2. After
leaving the test section, CO2 flows through a control heater �5�,
which evaporates liquid CO2 in order to keep the pressure of the
system at the particular level. This control heater is similar to the

calorimeter. The amount of heat to the control heater is regulated
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y a PID regulator that uses the pressure measurement as an input
alue. The refrigerant is then condensed by the primary heat ex-
hanger �6� with R-404A flowing on the other side and finally
ubcooled by the subcooling unit �7� prior to returning to the
ump. Similar to the CO2 loop, the hydrofluoroether �HFE�
HFE7100 by 3M is used as a low temperature single phase sec-
ndary coolant� starts at a plate heat exchanger �8� with R404A
vaporating on the other side. The R404a loop for the HFE is
ndependent of the R404a loop for CO2. After the plate heat ex-
hanger, the constant speed circulating pump �9� is placed with a
ypass to control the flow and then Coriolis flow meter �10� and
FE control heater �11� are installed, which are similar to the flow
eters and the heaters in the CO2 loop, except that there is only

ne heater for the HFE heater �as opposed to the pair of heaters
or the calorimeter�. As depicted in Fig. 1, the temperatures of the
alorimeter inlet and outlet �or the test section refrigerant inlet�,
he test section refrigerant outlet, and the test section HFE inlet
nd outlet are measured using T-type thermocouples. For the satu-
ation pressure of CO2, the absolute pressure transducer is in-
talled at the test section inlet.

3.2 Test Section. The condenser test section consists of an
nner test section tube where CO2 flows, a two-part brass jacket
hat creates a uniform wall temperature at the test section tube,
nd outer pipes soldered around the perimeter of the brass jacket
here HFE flows �see Fig. 2�b��. Figure 2�a� demonstrates the
ow path of HFE. The HFE flow is first branched to the back and
ront of the brass jacket. The branch at the back leads to eight
arallel sub-branches going over the top to the front of the brass
acket; each sub-branch then connects to a single pipe that com-
ines the eight flows. Directly underneath this pipe is the front

Fig. 1 Simplified schematic of the experimental facility

ig. 2 „a… Photo and „b… cross-sectional view of the condenser
est section and „c… sketch of the condenser test tube with ther-
ocouple attachment

ournal of Heat Transfer
branch, which has eight sub-branches going from the front to the
back traveling underneath the brass jacket; again, the sub-
branches connect to a flow-combining pipe running along the
back underneath the back branch. The two combining pipes join
afterward to continue the flow. The test section tube has 12 wall
thermocouples soldered into machined grooves. The physical di-
mensions of the condenser test tube and the locations of the ther-
mocouples are depicted in Fig. 2�c�. For the case of the microfin
tubes and 3 mm inner diameter smooth tube, the tube is placed
inside of a larger copper tube that has the same outer diameter as
that of the smooth tube; the gap is then filled with tin. Figure 3
shows the sketches of common microfin tubes and photos of the
microfin tube with the melt-down diameter of 3.51 mm used in the
present study. Table 2 reports various dimensions of the tubes
used in the experiments of the present study and Zilly et al. �4�.
The outer diameter in Table 2 refers to the outer diameter of the
microfin tube prior to being soldered into a larger copper tube.
The melt-down diameter is the inner diameter of a hypothetical
smooth tube with the same outer diameter and cross-sectional area
as that of the microfin tube.

4 Data Reduction
The equation used to calculate the heat transfer coefficient h is

given by

Fig. 3 „a… Sketches of common microfin tubes and „b… photos
of the microfin tube used in the present study

Table 2 Dimensions of the tubes used in the present study

Zilly et al. �4� Present study

Description Microfin tubes
Outer diameter, Do 6.98 mm 4.34 mm
Root diameter, Droot 6.32 mm 3.74 mm
Fin tip diameter, Dft 5.97 mm 3.30 mm
Melt-down diameter, Dmelt 6.26 mm 3.51 mm
Hydraulic diameter, Dh 3.95 mm 1.25 mm
Fin height 0.18 mm 0.22 mm
Fin base length 0.12 mm 0.17 mm
Gap between fins 0.17 mm 0.04 mm

Perimeter, P̃ 31.0 mm 30.9 mm
No. of fins 54 57
Helix angle, � 14 deg 6 deg
Apex angle, � 24 deg 30 deg

Description Smooth tubes
Outer diameter, Do 9.60 mm 5.00 mm
Inner diameter, Di 6.10 mm 3.48 mm
FEBRUARY 2009, Vol. 131 / 021501-3
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Q̇CO2
= hAsurf�TCO2

− Twall� �2�

here Q̇CO2
is the heat transferred from CO2 to the HFE, Asurf is

he surface area inside of the test section tube �for the case of
icrofin tubes, the melt-down diameter was used�, and TCO2

is the
aturation temperature of CO2 corresponding to the measured
ressure. Since Twall is the average of the 12 measured wall tem-
eratures, Eq. �2� yields the averaged local heat transfer coeffi-

ient. And Q̇CO2
is given by the following equation:

Q̇CO2
= Q̇HFE − Q̇ext,HFE − Q̇cond �3�

here Q̇HFE is the total heat transferred to the HFE, Q̇ext,HFE is the
xternal heat transferred to the HFE from the environment, and
˙

cond is the heat transferred to the HFE due to the conduction
long the pipe just before and after the test section. Due to the
elatively small values of heat being transferred in the test section,
t is important to determine the heat transferred to the cooling
uid �HFE� by conduction along the section of the pipe before and

fter the test section. The details of calculating the value of Q̇cond

re described by Zilly et al. �4�. Q̇HFE is calculated from the fol-
owing equation:

Q̇HFE = ṁHFEcp,HFE�THFE,o − THFE,i� �4�

here ṁHFE is the measured mass flow rate of the HFE, THFE,o is
he measured temperature of the HFE exiting the test section,
HFE,i is the measured temperature of the HFE entering the test
ection, and cp,HFE is the specific heat of HFE given by

cp,HFE = cp,HFE,offset + 0.002
�THFE,i�°C� + THFE,o�°C��

2
�5�

his equation was provided by the manufacturers of HFE �3M�.
ote that THFE,i and THFE,o must be in °C for Eq. �5� to work.

Q̇ext,HFE is calculated from the following equation:

Q̇ext,HFE = �UA�testLMTD �6�

here �UA�test is the UA value of the test section determined by
alibration and LMTD is the log mean temperature difference
etween the HFE and the room air.

The quality of CO2 at the inlet of the test section xi is found
sing two other thermodynamic properties, namely, the inlet en-
halpy ii and pressure Pi. The enthalpy at the inlet ii is controlled
y a calorimeter; the equation used to calculate ii is

Q̇cal = ṁCO2
�ii − ical,i� − Q̇ext,cal − Q̇ext,pipe �7�

here Q̇cal is the controlled heat input from the calorimeter and
˙ CO2

is the measured mass flow rate of CO2. ical,i is the enthalpy
f CO2 at the inlet to the calorimeter; it is evaluated using two
easured thermodynamic properties, namely, Tcal,i and Pcal,i.

˙
ext,cal and Q̇ext,pipe are external heat inputs to the calorimeter and
iping between the calorimeter and test section, respectively; both

re evaluated in a similar fashion as Q̇ext,HFE. The outlet quality xo
nd representative vapor quality x are calculated using the follow-
ng equations:

Q̇CO2
= ṁCO2

ilv�xi − xo� �8a�

x =
xi + xo

2
�8b�

here ilv is the enthalpy of vaporization of CO2.

EF is calculated by the following equation:

21501-4 / Vol. 131, FEBRUARY 2009
EF =
hen

hsm
�9�

where hen and hsm are the heat transfer coefficients during conden-
sation in microfin and smooth tubes having equivalent diameter at
the same operating conditions.

5 Experimental Uncertainty
The experimental uncertainties of the heat transfer coefficients

reported in this paper were estimated with the Taylor simplifica-
tion error propagation described in Ref. �25�. All uncertainty data
are based on a confidence level of 95%.

Measured parameters are temperature, mass flow rate, absolute
pressure, and electrical power input. The uncertainty for tempera-
ture reading is 0.1 K for calibrated thermocouples relative to each
other. One of the most important measurements at the test section
is the inlet and outlet temperatures of the HFE flow. From this
temperature difference the heat flow and the heat transfer coeffi-
cient are calculated. At the test section, 12 thermocouples measure
the mean wall temperature. Calibration was done by using the
setup of the test rig including cables, datalogger, and reference
temperature. The uncertainties of these instruments are therefore
included in the uncertainty of the thermocouples. The correspond-
ing wall temperature measurement accuracy is 0.1 K. The mass
flow is measured with Coriolis flow meters for both refrigerant
and coolant �HFE� mass flow. The uncertainty of these meters is
almost constant at 0.15% of the reading for mass flow rates above
4% of full scale. The uncertainty in the absolute pressure mea-
surement is 0.1% of the maximum range 3446.43 kPa �500 psi�.
Since the saturation temperature was evaluated using the pressure
measurement, considering Clasius–Clapeyron relation, the uncer-
tainties of the saturation temperature were estimated to be almost
constant at �0.29% and �0.39% for saturation temperatures of
−25°C and −15°C, respectively. As a consequence, uncertainties
of the temperature difference between the tube wall and the re-
frigerant were estimated to be �0.47% and �0.75% for saturation
temperatures of −25°C and −15°C, respectively. The uncertainty
differences between the 6°C and 3°C temperature differences are
negligibly small. The uncertainty in the output value of the elec-
trical power transducer is given as 0.2% of the measured value.

Applying error propagation analysis to Eq. �2� including all the
variables used for calculating heat transfer coefficients estimates
the uncertainty of the heat transfer coefficients. The estimated
uncertainties range from �7.1% to �19.6% and from �6.3% to
�25.6% in the smooth and microfin tubes, respectively. Also, the
uncertainties of the vapor quality and EFs can be calculated with
error propagation analysis using Eqs. �8a�, �8b�, and �9�. The es-
timated vapor quality uncertainty ranges from �1.8% to �26.2%
�at the lowest vapor quality� and that of EFs ranges from �7.8%
to 24.6%.

6 Results and Discussion

6.1 Heat Transfer Coefficients Inside Smooth Tube. Many
researchers have given their effort to predict the heat transfer char-
acteristics during condensation in smooth tubes, and several types
of predictive models have been reported. Chato �26� and Jaster
and Kosky �27� proposed correlations for the heat transfer coeffi-
cients during wavy flow condensation based on Nusselt’s analysis
of the filmwise condensation problem. For the annular flow con-
densation, Akers et al. �28�, Cavallini and Zecchin �29�, Shah
�30�, and Chen et al. �31� proposed the predictive models. Those
correlations were applied to the present study with the flow re-
gime transition criteria of Dobson and Chato �5�. The correlations
of Jaster and Kosky �27� and Chen et al. �31� predicted heat trans-
fer coefficients in the present study relatively well for the wavy
flow and annular flow condensation, respectively. The correlations
of Bivens and Yokozeki �32�, Dobson and Chato �5�, Cavallini et

al. �7�, and Thome et al. �10� cover every flow regime during
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ondensation, and the mean absolute deviations of the heat trans-
er coefficient of the present study and Zilly et al. �4� from those
orrelations, defined as Eq. �10�, are listed in Table 3.

Eabs =
� �hpred − hmeas�

hmeas

N
� 100 �%� �10�

As evidenced by Cavallini et al. �7�, when existing predictive
odels are applied to some of refrigerants that are operated at

elatively high pressure, the predictive models usually overesti-
ate the experimental data. Although CO2 is not one of the re-

rigerants included in the comparative study of Cavallini et al. �7�
nd even the pressure range of the present study is significantly
ower than the typical operating range, CO2 is still the relatively
igh pressure refrigerant. This can be the explanation for the over-
redictions of the experimental data of Zilly et al. �4� and the
resent study with most of the correlations. As seen in Table 3, the
orrelations of Bivens and Yokozeki �32� and Thome et al. �10�
how higher accuracies than the others. The correlation of Bivens
nd Yokozeki �32� was developed by slightly modifying the cor-
elation of Shah �30�, which is only applicable to annular flow
ondensation and low mass flux condition. The authors introduced
n empirical term, which contains mass flux and makes the pre-
icted heat transfer coefficients smaller than that of Shah �30�
ver the mass flux around 170 kg /m2 s. Consequently, the degree
f overprediction of the correlation by Bivens and Yokozeki �32�
s smaller than the others, which makes the correlation of Bivens
nd Yokozeki �32� to be in relatively good agreement with the
xperimental data of the present study. However, as shown in the
omparative study of García-Valladares �33�, the predicted heat
ransfer coefficients by the correlation of Bivens and Yokozeki
32� have almost the same trend with that of Shah �30�, of which
he use needs to be essentially limited to annular flow condensa-
ion. The correlation of Thome et al. �10� shows Eabs of 22.1%,
0.9%, and 21.8% for the experimental data in smooth tubes of
illy et al. �4�, present study, and total, respectively. The model of
home et al. �10� was developed based on the new void fraction
odel developed by El Hajal et al. �8�. The new void fraction
odel �the authors named it as LM	-model� is the logarithmic
ean of the values of homogeneous void fraction and void frac-

ion of Rouhani and Axelsson �34�. This simple work enabled the
ew void fraction model to be applicable to the refrigerants hav-
ng high reduced pressure as well, which is a possible explanation
or the relatively high accuracy of the correlation of Thome et al.
10�.

Figure 4�a� shows the effect of temperature difference between
ube inner wall and saturated refrigerant on heat transfer coeffi-
ients in the smooth tube. During wavy flow condensation at suf-
ciently low mass flux, heat is transferred in the upper portion of

he tube by filmwise condensation and in the pool at the bottom of
he tube by forced-convective condensation �5�. The larger the
emperature difference is, the thicker the liquid film on the upper
art of the tube is. Thus, the larger temperature difference results
n the decrease in heat transfer coefficients during wavy flow con-
ensation. On the other hand, during annular flow condensation, it

able 3 The mean absolute deviations of the heat transfer co-
fficient predictions using several heat transfer coefficient cor-
elations from the measured heat transfer coefficient in smooth
ubes

orrelations Zilly et al. �4� Present study Total

ivens and Yokozeki �32� 22.4% 23.9% 23.0%
obson and Chato �5� 51.0% 56.9% 53.2%
avallini et al. �7� 33.5% 35.2% 34.1%
home et al. �10� 22.1% 20.9% 21.7%
as been known that the temperature difference has almost noth-

ournal of Heat Transfer
ing to do with the condensation heat transfer mechanism. Accord-
ing to the transition criterion of Dobson and Chato �5�, at low
mass flux �200 kg /m2 s� in Fig. 4�a�, the transition from wavy to
annular flow occurs at the vapor quality around 0.5, while at high
mass flux �800 kg /m2 s�, 0.15 is the transition vapor quality,
which means that the annular flow condensation is the dominant
heat transfer mechanism. At low mass flux, Fig. 4�a� shows the
effect of temperature difference on heat transfer coefficients dur-
ing wavy flow condensation, i.e., the heat transfer coefficients at
smaller temperature difference ��T=3°C� are slightly higher than
those at larger temperature difference ��T=6°C�. However, at
high mass flux, the expected results of annular flow condensation
were not observed. Instead, the heat transfer coefficient rather
increases with the increase in the temperature difference at high
mass flux �800 kg /m2 s�. According to the early work of Dukler
�35� for the condensation within a vertical tube with the consid-
eration of interfacial shear, at sufficiently high liquid film Rey-
nolds number and low interfacial shear, the heat transfer coeffi-
cients increase with the increase in the liquid film Reynolds
number, and the trend is reversed at high interfacial shear. As
expressed in Eq. �11�, the liquid film Reynolds number can be
increased by the increase in the temperature difference, �Ts

−Twall�, or reduction in the liquid film thickness, 
, when the other

Fig. 4 Effects of „a… �T „Di=3.48 mm and Ts=−25°C…, „b…
mass flux „Di=3.48 mm, Ts=−15°C, and �T=3°C…, „c… satura-
tion temperature „Di=3.48 mm and �T=3°C…, and „d… diameter
„Ts=−15°C and �T=6°C… on the condensation heat transfer co-
efficient in the smooth tube
properties are fixed or slightly varied.
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Reliquid film =
4kl�Ts − Twall�z


�lilv
�11�

herefore, at low vapor quality with the mass flux of
00 kg /m2 s, it is the wavy flow condensation regime, and thus
he smaller temperature difference ��T=3°C� has higher heat
ransfer coefficients due to the thinner liquid film and reduced
hermal resistance. However, as the vapor quality increases, the
iquid-vapor shear has more dominant effects on the heat transfer
ehaviors. Therefore, at the larger temperature difference, the liq-
id film Reynolds number and thus the heat transfer coefficients
ave higher values according to Dukler �35�. Moreover, as the
apor quality increases and the film thickness, 
, decreases, the
eat transfer coefficients of �T=6°C are further deviated from
hose of �T=3°C. It should be, however, noted that the changes
n heat transfer coefficients due to the temperature difference are
ot much significant and even at high mass flux, the variations are
ess than error bar.

The increase in the vapor quality or mass flux means the in-
rease in the vapor velocity of the refrigerant so that the forced-
onvective condensation becomes dominant. During forced-
onvective condensation, heat transfer coefficients strongly
epend on the Reynolds number. As expected, in Fig. 4�b�, the
eat transfer coefficients are increased with the increase in the
apor quality and mass flux. The slight exceptional case is shown
n the low vapor quality and low mass flux �200 kg /m2 s� region,
n which the heat transfer coefficients seem to have almost noth-
ng to do with the vapor quality increase and even at the lowest
apor quality, the heat transfer of 200 kg /m2 s is slightly higher
han that of 400 kg /m2 s. This is because the flow regime of the
orresponding region is the wavy flow. In the wavy flow regime,
ravity is the dominant factor affecting the heat transfer behaviors
o that the increase in the liquid-vapor shear due to the increase in
he vapor quality and/or mass flux cannot play a meaningful role.
ccording to Dobson and Chato �5�, the transition from wavy to

nnular flow occurs at the vapor quality about 0.5, which is con-
istent with the results shown in Fig. 4�b�. Thus, the flow regime
ransition can be indirectly observed using the results in Fig. 4�b�.

The increase in the saturation temperature leads to the increase
n the reduced pressure, which means that the flow loses its two-
hase flow characteristics, i.e., a decrease in the difference be-
ween vapor and liquid velocity, density, viscosity, and so on.
herefore, it is evident that during the annular flow regime, heat

ransfer coefficients decrease with the increase in the saturation
emperature, as shown in Fig. 4�c�. In the wavy flow regime, at
ery low vapor velocities, the heat transfer at the bottom of the
ube is much smaller than that at the top and can be readily ne-
lected so that Nusselt’s solution for external condensation on a
ylinder can be used �5�. The mean heat transfer coefficient of
usselt’s theory is given by

h̄ = 0.943	 g

L�T

0.25	�l��l − �v�ilvkl

3

�l

0.25

�12�

he last bracketed term, called the property index, depends on the
aturation temperature and decreases with the increase in the satu-
ation temperature. This can be the reason for the slight decrease
n heat transfer coefficients with an increase in the saturation tem-
erature at low vapor quality and low mass flux �200 kg /m2 s�.
Figure 4�d� shows the effect of the tube diameter on heat trans-

er coefficients. The heat transfer coefficient data of Zilly et al. �4�
re also plotted in Fig. 4�d�. As expected, the heat transfer coef-
cients decrease when the diameter of the tube is increased. It
hould be noted that the difference in heat transfer coefficients is
ainly observed in the high quality and high mass flux region,
hich corresponds to the annular flow condensation. That is to say

hat the heat transfer in the upper portion of the tube by the film-
ise condensation during the wavy flow regime has almost noth-

ng to do with the tube diameter change. On the other hand, the

ube diameter change has significant effect on the annular flow

21501-6 / Vol. 131, FEBRUARY 2009
condensation, where the heat transfer mechanism is dominated by
the forced-convective condensation. The predictive model of Shah
�30�, one of the most widely used correlations for annular flow
condensation, is given by

h =
0.023kl

D
Rel

0.8 Prl
0.4	1 +

3.8

Pr
0.38� x

1 − x
�0.76
 �13�

It is evident from Eq. �13� that the heat transfer coefficient is
proportional to D−0.2, which immediately shows the effect of the
diameter on the heat transfer coefficient. Also, the effect of sur-
face tension force needs to be considered. It has been well known
that the surface tension of CO2 is very low compared with other
refrigerants. However, in the operating range of the present study
�−30°C�Ts,CO2

�−10°C�, the surface tension of CO2 decreases
from 0.011 N/m to 0.0065 N/m, which is considerably higher than
that of the other refrigerants in the operating range of conven-
tional refrigeration and air-conditioning systems �30°C�Ts

�50°C�. The consensus of subsequent investigations is that the
surface tension forces become increasingly important as the diam-
eter is decreased and may dominate for sufficiently small tube
sizes �5�. Moreover, the surface tension affects the flow regime
and the cross-sectional shape of the flow, which, in turn, have an
influence on the heat transfer mechanism and thermal resistance.
Thus, the relatively high surface tension of CO2 can have direct or
indirect influence on the heat transfer mechanism, particularly in
tubes having smaller size.

6.2 Heat Transfer Coefficients Inside Microfin Tube. Fig-
ure 5�a� shows the effect of the temperature difference between
inner wall temperature and saturation temperature of the refriger-
ant on the heat transfer coefficients during condensation in micro-
fin tubes. No significant effect of the temperature difference is
observed. The helical rib of the microfin tube may delay the tran-
sition from annular flow to wavy flow �36� because the centrifugal
force by the microfins spreads the liquid to the upper part of the
tube. This redistribution of the liquid disturbs the appearance of
the wavy or wavy-annular flow regime until the low mass flux
�200 kg /m2 s� in Fig. 5�a� and heat transfer coefficients seem to
have nothing to do with the temperature difference.

Figure 5�b� shows the effect of the saturation temperature on
the condensation heat transfer coefficient in the microfin tube. The
heat transfer coefficients decrease with the increase in the satura-
tion temperature. This trend is similar to the results of smooth
tubes. The reduced pressure and the loss of two-phase character-
istics affect the heat transfer coefficient in Fig. 5�b� again.

The heat transfer coefficients during condensation of the
present study and Zilly et al. �4� are plotted versus vapor quality
with the variations of mass flux in Figs. 5�c� and 5�d�, respec-
tively. The obtained results from Figs. 5�c� and 5�d� are not con-
sistent with each other. The heat transfer coefficients in Dmelt
=3.51 mm microfin tube strongly depend on the mass flux as
expected while in Dmelt=6.26 mm microfin tube, heat transfer
coefficients are nearly invariant to the variation in the mass flux.
Eckels and Tesene �15� observed similar trends, i.e., the average
heat transfer coefficients decrease at first when the mass flux in-
creases, then heat transfer coefficients increase at the higher mass
fluxes �15�. The authors explained that the “complex interactions”
between surface fins and fluid could contribute to this effect. One
of the complex interactions should be the liquid drainage effect
that is driven by surface tension and contributes to heat transfer
enhancement by forming a very thin liquid layer on the surface of
microfins. Yang and Webb �16�, however, showed that the en-
hancement by liquid drainage decreases as the mass flux in-
creases. Also, at high mass fluxes, the contribution of turbulence
induced by the helical fin is not much strong to stir up the liquid-
vapor interface. Thus, as the mass flux increases, the heat transfer
enhancement in the microfin tube is suppressed by several rea-
sons. It should be noted that those enhancement and its suppres-

sion phenomena at high mass fluxes are strong functions of fin
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eometry and tube diameter because those parameters have sig-
ificant effects on the heat transfer mechanisms and flow regimes
uring condensation. In other words, in microfin tubes, the depen-
ence of the heat transfer coefficient on the mass flux cannot be
etermined by the linear relations between them, and fin geometry
nd tube diameter play a very important role. The effects of fin
eometry and/or tube diameter on the heat transfer mechanism
uring condensation need to be quantitatively identified for more
etailed characterization of the trends in Figs. 5�c� and 5�d�.

The measured heat transfer coefficients in microfin tubes of the
resent study and Zilly et al. �4� are compared with several cor-
elations, and the mean absolute deviations are listed in Table 4.
s shown, most of the predictive models significantly overpredict

he experimental results of the present study while slightly under-

ig. 5 Effects of „a… �T „Dmelt=3.51 mm and Ts=−15°C…, „b…
aturation temperature „Dmelt=3.51 mm and �T=6°C…, „c…
ass flux „present study, Dmelt=3.51 mm, Ts=−15°C, and �T
3°C…, and „d… mass flux „Zilly et al. †4‡, Dmelt=6.26 mm, Ts=
25°C, and �T=3°C… on the condensation heat transfer coeffi-
ient in the microfin tube

able 4 The mean absolute deviations of the heat transfer co-
fficient predictions using several heat transfer coefficient cor-
elations from the measured heat transfer coefficient in micro-
n tubes

orrelations Zilly et al. �4� Present study Total

hikazono et al. �21� 24.9% 38.0% 31.3%
u and Koyama �22� 18.0% 44.7% 31.1%
edzierski and Goncalves �2� 33.4% 94.1% 63.2%
oto et al. �24� 25.0% 16.9% 21.1%
ournal of Heat Transfer
predict the experimental data of Zilly et al. �4� with relatively high
accuracy. These results may be attributed to the complexity and
variety of fin geometry and flow mechanisms in microfin tubes
again. The heat transfer mechanisms and flow regimes during con-
densation in microfin tubes are significantly affected by the fin
geometry. However, most of the microfin tube correlations for
condensation have been developed by fitting the data that are ob-
tained from the experiment on limited variety of microfin tube fin
geometries. Therefore, the unusual fin geometry of the microfin
tube of the present study �small helix angle and large fin density�
is beyond the applicable range of existing microfin tube correla-
tions. Exceptionally, the correlation of Goto et al. �24� shows
rather a smaller deviation from the experimental data of the
present study than that of Zilly et al. �4�. The correlation of Goto
et al. �24� was developed by modifying the correlation of Yu and
Koyama �22� with the consideration of the various fin geometries
of several microfin tubes, which may be one of the reasons for the
relatively high accuracy of the correlation of Goto et al. �24�.
Nevertheless, it is still necessary to give an effort to develop a
robust correlation for condensation in the microfin tube.

6.3 Enhancement Factors. The ratio of the inner surface area
of the microfin tube to that of the smooth tube, rA, is defined as
follows:

rA =
P̃en

Di
�14�

where P̃en is the inner surface perimeter of the microfin tube and
Di is the inner diameter of the smooth tube. The area ratio of the
microfin tube to the smooth tube is 2.84 and EFs vary from 0.92
to 2.51. On the other hand, the EFs of Zilly et al. �4�—conducted
at the same test rig and similar test conditions of the present
study—range from 1.82 to 3.46. Simply observed, the results
show that the larger the diameter the microfin tube has, the stron-
ger the enhancement of the heat transfer performance is. These
results, however, do not coincide with the results of Schlager et al.
�13�. Schlager et al. �13� reported that no significance differences
in performance are observed between outer diameter of 9.52 mm
and 12.7 mm microfin tubes. The helix angle � of the microfin
tube in the present study is relatively small when compared with
commonly used microfin tubes. Yasuda et al. �37� reported that
condensation heat transfer coefficients increase with groove depth
and helix angle. Chamra et al. �38� also reported that the conden-
sation heat transfer coefficient increases as the helix angle in-
creases. Thus, enhancement by the turbulence in the liquid film by
microfins is relatively small due to the small helix angle of the
microfin tube in the present study. Another possible reason for the
inconsistency is that the microfin tube in the present study has 57
fins, which is similar to the number of fins �54 fins� of the Dmelt
=6.26 mm microfin tube of Zilly et al. �4�, resulting in the perim-
eters of both microfin tubes to be almost the same, as listed in
Table 2. Since the number of fins from 55 to 60 is optimal for the
9.52 mm outer diameter microfin tube �37�, the number of fins of
the microfin tube in the present study is not optimal for Dmelt
=3.51 mm microfin tube. Lastly, the microfin tubes used in the
comparative study of Schlager et al. �13� had relatively large di-
ameters, which is not enough to observe the significant diameter
effect on the heat transfer performance of the microfin tube.

Kedzierski and Goncalves �2� reported that the EF is primarily
a function of the Reynolds number and thermodynamic quality
and proposed the following equation:

EF = 9.777 Relo,Dh

−0.162x0.411 �15�

According to Eq. �15�, as the liquid only Reynolds number de-
creases and/or vapor quality increases, the EF increases. As the
liquid only Reynolds number increases, the effect of liquid drain-
age by surface tension decreases due to the relatively high inertia

force, and the effect of the turbulence induced by the fin becomes

FEBRUARY 2009, Vol. 131 / 021501-7
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ot enough to stir up the liquid-vapor interface, which results in
he decrease in EF. On the other hand, as the vapor quality in-
reases, the vapor velocity increases and the liquid film becomes
hinner. This relatively thin liquid film enables both the liquid
rainage by surface tension and mixing of liquid/vapor phase to
e more effective so as to enhance the heat transfer performance.

The EFs measured in the present study and in Ref. �4� are
ompared with the correlation of Kedzierski and Goncalves �2�,
nd the mean absolute deviations are 33.1% and 29.2% for EFs of
illy et al. �4� and the present study, respectively. The prediction
odel of Kedzierski and Goncalves �2�, however, significantly

verpredicts the EFs of the present study while underpredicting
hat of Zilly et al. �4�. The primary reason for the large deviations
s probably the difference of the fin geometry and the refrigerant.
he hydraulic diameter in the liquid Reynolds number is the only

actor to relate the various geometry effects to the correlation,
hich may not be sufficient. Also, the correlation was developed
ased on the experimental data using R134a, R410A, R125, and
32. Thus, considering the unique physical property characteris-

ics of CO2 at low temperatures, the prediction of CO2 condensa-
ion behavior using the correlation is a kind of “extrapolation,”
hich frequently brings large prediction errors. Nevertheless, the

orrelation is noticeable because, to the authors’ best knowledge,
he correlation is the only model that predicts the EF of the mi-
rofin tube and suggests underlying physical implications of con-
ensation behavior in the microfin tube.

In Fig. 6�a�, the aforementioned dependence of EF on vapor
uality and liquid Reynolds number can be verified. The EF de-
reases with the increase in the mass flux and the decrease in the
aturation temperature due to the increase in the liquid Reynolds
umber. Also, as the vapor quality increases, the EF increases at
ow mass flux. However, at sufficiently high liquid Reynolds num-
er �high mass flux case, G=800 kg /m2 s�, the enhancement ef-
ects by vapor quality are largely suppressed due to the high in-
rtia force and the turbulence. Thus, the correlation needs to be
lightly modified to consider the negative dependence of EF on
he vapor quality at sufficiently high mass flux, e.g., the superpo-
ition of convectively positive effect term and negative effect
erm. In the low vapor quality region, unusual trends are shown in
ig. 6�a�. According to the transition criteria of Dobson and Chato
5�, in smooth tubes and low mass fluxes ��200 kg /m2 s�, the
ransition from the annular flow to the wavy flow occurs at a
apor quality of about 0.5 in the smooth tube. In the case of high
ass flux �400 kg /m2 s and 800 kg /m2 s�, the transition occurs

t a very low vapor quality. In microfin tubes, however, the tran-
ition to the wavy flow is delayed by the helical microfin effect

ig. 6 Effects of „a… saturation temperature „Dmelt=3.51 mm
nd DT=3°C… and „b… �T „Dmelt=3.51 mm and Ts=−15°C… on
he condensation heat transfer coefficient in the microfin tube
36�. Therefore, at the low vapor quality region, the flow regime

21501-8 / Vol. 131, FEBRUARY 2009
of microfin tubes is usually the annular flow, which is different
from that of smooth tubes. Thus, this flow regime change can be
one of the enhancement mechanisms in microfin tubes at low
vapor quality. Consequently, the steep line observed at low mass
flux �200 kg /m2 s� is because the flow regimes of a vapor quality
of 0.1 still remain at the wavy flow, which means that in this
region that there is no contribution to the enhancement of the flow
regime change.

The effect of the temperature difference between inner wall
temperature and saturation temperature of the refrigerant on EF is
shown in Fig. 6�b�. At the high vapor quality and low mass flux
�200 kg /m2 s� region, the increased temperature difference in-
duces the decrease in the EF while at the low vapor quality, the
trend is reversed. As aforementioned, during the wavy flow re-
gime corresponding to the low vapor quality of the low mass flux
�200 kg /m2 s� region, due to the thinner liquid film, the smaller
temperature difference has a positive effect on the heat transfer
coefficient in the smooth tube. However, in the microfin tube, due
to the fin action, the appearance of the wavy flow regime is de-
layed and, therefore, the positive effect of the smaller temperature
difference does not occur. Consequently, the EF increases with
increasing temperature difference during wavy flow condensation.
On the other hand, at the high vapor quality and low mass flux
�200 kg /m2 s� region, the heat transfer enhancement due to the
liquid drainage is dominant. The enhancement mechanism due to
the liquid drainage is the kind of falling film condensation on the
fin tip, which results in a similar trend to the heat transfer mecha-
nism during wavy flow condensation. However, the effect of the
enhancement mechanism is weakened by high interfacial shear
force induced by the high vapor velocity as the mass flux
increases.

Table 5 shows the average EFs and average PFs at various
operating conditions. The PF data are obtained from the experi-
ment that was accompanied with the present heat transfer experi-
ment by the same authors of the present study �39�. The average
EFs of the present study and Zilly et al. �4� range from 1.1 to 1.8
and from 1.9 to 2.8, respectively. For the horizontal two-phase
flow, the average PFs of the present study and Zilly et al. �4� range
from 1.3 to 1.7 and from 1.3 to 1.6, respectively, while the vertical
pressure drop PFs of the present study and Zilly et al. �4� range
from 1.2 to 1.4 and from 1.1 to 1.4, respectively. Generally, the
Dmelt=6.26 mm microfin tube has better performance than the

Table 5 Average enhancement and PFs

Dmelt
�mm�

Tsat
�°C�

G
�kg /m2 s�

�T
�°C� EF

PF
�Horizontal�

PF
�Vertical�

6.26
Zilly et al. �4�

−15 200 3 2.5
1.6 1.4−15 200 6 2.6

−15 400 3 2.0
1.4 1.3−15 400 6 1.9

−25 200 3 2.8 1.5 1.1
−25 300 3 2.4 1.4 1.3
−25 400 3 2.1

1.3 1.3−25 400 6 2.1

3.51
Present study

−15 200 3 1.8
1.6 1.4−15 200 6 1.8

−15 400 3 1.5
1.5 1.3−15 400 6 1.5

−15 800 3 1.2
1.4 1.2−15 800 6 1.2

−25 200 3 1.8
1.5 1.4−25 200 6 1.8

−25 400 3 1.5
1.7 1.3−25 400 6 1.5

−25 800 3 1.1
1.3 1.3−25 800 6 1.2
Dmelt=3.51 mm microfin tube. When the ratio of the EF to the PF
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s merely compared, at operating conditions of the saturation tem-
erature of −25°C, the temperature difference of 3°C, the mass
ux of 200 kg /m2 s, and the diameter of 6 mm, the microfin tube
hows the best performance.

Conclusion
In this study, the heat transfer data for the condensation of CO2

t saturation temperatures of −25°C and −15°C in horizontal
mooth and microfin tubes are presented. Qualitative analysis is
iscussed such as the analysis of the effect of several parameters
n the heat transfer in smooth and microfin tubes with refrigerant
O2. Generally, condensation heat transfer characteristics of re-

rigerant CO2 at low temperatures are qualitatively similar to the
ther commonly used CFC, HCFC, and HFC refrigerants. Never-
heless, due to the different characteristics of CO2 properties from
ommonly used refrigerants, existing predictive models for heat
ransfer coefficients, which are developed based on the experi-

ental data using those commonly used refrigerants, have a dif-
culty in estimating the experimental data of the present study,
ven if the uniqueness of CO2 properties is weakened at the low
emperatures. Moreover, in microfin tubes, due to the complexity
nd variety of fin geometry and flow mechanisms, existing corre-
ations showed significantly large deviations from the experimen-
al data of the present study. Therefore, present CO2 condensation
ata at low temperature can be used as a fundamental database for
urther researches on the CO2 condensation at low temperatures,
.g., correlation development and behavior characterization.
oreover, as an extreme case of a usual refrigerant condensation,

he present CO2 data can be utilized to generalize and extend
pplicable ranges of existing condensation correlations.

In the smooth tube, the annular flow prevailed for all the cases.
nly for the low vapor quality region below �0.5 and �0.15 for
ass fluxes of 200 kg /m2 s and 800 kg /m2 s, the wavy flow

haracteristics were observed, which is consistent with the flow
egime transition criteria of Dobson and Chato �5�. For the micro-
n tube, there were no available and adequate flow regime map or

ransition criteria. It can be only concluded that the redistribution
f the liquid caused by the helical rib of the microfin tube disturbs
he appearance of the wavy flow. Further researches and efforts
re needed to develop the flow regime map or transition criteria.

At the wavy flow regime, the large temperature difference in-
uced the thicker liquid film on the upper part of the tube, which
eads to lower heat transfer coefficients in the smooth tube con-
ensation, while at the annular flow regime, the trend is reversed
nd is attributed to the increase in interfacial shear and liquid film
eynolds number. Generally, the effects of the temperature differ-
nce, however, were relatively small. The effects of the mass flux
ere more complicated. At the wavy flow regime, due to the
ravity dependent characteristics of the wavy flow, the increase in
he liquid-vapor shear caused by the increase in the mass flux
nd/or vapor quality did not affect the heat transfer coefficients.
n the other hand, at the annular flow regime, due to the increase

n the liquid-vapor shear, the heat transfer coefficients were im-
roved with increasing vapor quality and mass flux in the smooth
ube. In the microfin tube, the mass flux seems to have nonlinear
elation with the heat transfer coefficients. Even though similar
rends were observed by Eckels and Tesene �15�, more experimen-
al data and analyses should be incorporated for a clearer expla-
ation. At higher saturation temperature, due to the loss of two-
hase characteristics, e.g., density, viscosity, and velocity
ifferences between liquid and vapor phases, the heat transfer co-
fficients were suppressed for both smooth tube �annular flow�
nd microfin tube. However, at the wavy flow regime, heat trans-
er coefficients slightly decreased with respect to the saturation
emperature increase, which can be explained by the Nusselt
heory and property index. The reduction in the tube diameter
ositively affects the heat transfer coefficients at the annular flow
egime while at the wavy flow regime the effect is considerably

uppressed.

ournal of Heat Transfer
The rough comparison between the EFs and the PFs of the
present study shows that it is not true that the heat transfer en-
hancement by the internally finned geometry always is a superior
mechanism to the pressure drop penalty, which means that under
specific operating conditions with unoptimized fin geometry, the
microfin tube could degrade the in-tube condensation performance
in the refrigeration and air-conditioning systems using CO2 as a
refrigerant. It is necessary to make a quantitative and fine inves-
tigation into the relations between the diameter of the microfin
tube and its usefulness.
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Nomenclature
A � area �m2�

Asurf � effective heat transfer area �m2�
cp � specific heat �J /kg K�
D � diameter �m�

Dh � hydraulic diameter �m�
Di � inner diameter of the smooth tube �m�
Do � outer diameter �m�

Eabs � mean absolute deviation
Frso � modified Froude number �6� �Eqs. �1a� and

�1b��
g � acceleration of gravity, 9.8 m /s2

G � mass flux �kg /m2 s�
Ga � Galileo number, g�l��l−�v�D3 /�l

2

h � heat transfer coefficient �W /m2 K�
h̄ � mean heat transfer coefficient �W /m2 K�
i � enthalpy �J/kg�

ilv � latent heat �J/kg�
k � thermal conductivity �W /m K�
L � length �m�

LMTD � log mean temperature difference �K�
ṁ � mass flow rate �kg/s�
N � the number of data
P � pressure drop �Pa�
P̃ � perimeter �m�

Pr � Prandtl number, �cp /k
Pr � reduced pressure

Q̇ � heat transfer �W�
rA � ratio of the inner surface area of the microfin

tube to that of the smooth tube
Rel � liquid Reynolds number, G�1−x�D /�l

Relo,Dh � liquid only Reynolds number based on the hy-
draulic diameter, GD /�l

Reliquid film � liquid film Reynolds number
T � temperature �°C�

�T � temperature difference between inner wall and
saturated refrigerant �°C�

U � overall heat transfer coefficient �W /m2 K�
X � Martinelli parameter, ���P /�L�l / ��P /�L�v
x � vapor quality
z � distance �m�

Greek Symbols
� � helix angle

 � film thickness �m�
� � apex angle
� � dynamic viscosity �kg /m s�

3
� � density �m /kg�
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ubscripts
cal � calorimeter

CO2 � refrigerant carbon dioxide
cond � thermal conduction

en � microfin tube
ext � external

ft � fin tip of the microfin
i � inlet
l � liquid

meas � measured
melt � melt-down

o � outlet
offset � offset

pipe � pipe between calorimeter and test section
pred � predicted
root � fin root of the microfin

s � saturated
sm � smooth tube
test � test section

v � vapor
wall � tube inner wall
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Estimation of Unknown Boundary
Heat Flux in Laminar Circular
Pipe Flow Using Functional
Optimization Approach: Effects
of Reynolds Number
An inverse forced convection problem was studied in this paper. The unknown space-
dependent heat flux at the outer boundary of a circular pipe was identified from the
temperature measurements within the flow using the algorithm based on an improved
conjugate gradient method, which is a combination of the modified inverse algorithm
proposed by Ozisik et al. (Huang and Ozisik, 1992, “Inverse Problem of Determining
Unknown Wall Heat Flux in Laminar Flow Through a Parallel Plate Duct,” Numer. Heat
Transfer, Part A 21, pp. 2615–2618) and the general inverse algorithm based on the
conjugate gradient method. The effects of the convection intensity, the number of ther-
mocouples, the location of the thermocouples, and the measurement error on the perfor-
mance of the modified inverse algorithm method and the improved inverse algorithm
were studied thoroughly through three examples. It is shown that the improved inverse
algorithm can greatly improve the solution accuracy in the entire computation domain.
The accuracy and stability of both the modified inverse algorithm method and the im-
proved inverse algorithm are strongly influenced by the Reynolds number and the shape
of the unknown heat flux. Those functions, which contain more high-frequency compo-
nents of Fourier series, are more sensitive to the increase in the Reynolds number.
�DOI: 10.1115/1.3013825�

Keywords: conjugate gradient method, inverse convection problem, functional
optimization, pipe flow, improved inverse algorithm
Introduction

Inverse analysis is very valuable when the direct measurements
f data are impossible or the measuring process is very expensive,
or example, the determination of heat transfer coefficients and the
eat loads acting on the outer surface of re-entry vehicle, the
stimation of unknown thermophysical properties of new materi-
ls, the prediction of the glass ribbon temperature in the float glass
rocess, the determination of contact resistance and damage de-
ection in the structure fields, and so on.

It is well known that the solution of inverse problems is more
ifficult than direct problems due to their ill-posedness nature, i.e.,
mall error in the measurement data may deteriorate the solution
ignificantly �1�. A lot of studies have been conducted over the
ast decades to improve the stability of the inverse algorithm.
enerally speaking, these techniques fall into two main catego-

ies, namely, the function specification method developed by Beck
t al. �2� and the iterative regularization method �also referred as
onjugate gradient method� pioneered by Alifanov �3� where the
egularization is inherently built in the iterative procedure. The
uccess of the method of Beck et al. �2� depends on the choice of
he future time parameter, while the iterative regularization

ethod of Alifanov �3� appears to be one of the most efficient and
niversal approaches for the construction of stable algorithms for
olving inverse problems.

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received September 16, 2007; final manuscript
eceived September 12, 2008; published online December 12, 2008. Review con-

ucted by Anthony M. Jacobi.

ournal of Heat Transfer Copyright © 20
Inverse heat conduction problems have been studied by many
scientists over the past decades. A good review of the inverse heat
conduction problems �IHCPs� up to the year of 1994 can be found
in the book of Alifanov �3�. For the simplicity of presentation,
only some related publications after 1994 are briefly review as
follows. Huang and Tsai �4� adopted a boundary element method
based inverse algorithm in conjunction with the iterative regular-
ization method to solve the inverse heat conduction problem for
estimating the unknown transient boundary heat flux in a multidi-
mensional domain with arbitrary geometry. An inverse heat con-
duction problem was solved by using Alifanov’s iterative regular-
ization method to estimate the time-varying heat transfer
coefficient of forced convection flow boiling over the outer sur-
face of a heated tube by Su and Hewitt �5�. The estimation was
based on the transient temperature measurements taken by a ther-
mocouple on the inner surface of the circular tube on which the
flow boiling occurred. Effects of the time scales of the heat trans-
fer coefficient variation, the measurement error, and the data ac-
quisition rates were investigated. Loulou and Scott �6� used heat
flux measurement rather than temperature measurement in the ob-
ject function to estimate the time-dependent blood perfusion and
the thermal conductance between the probe and the tissue. The
minimization procedure was achieved by using conjugate gradient
method and the adjoint equations. In the work of Huang and Tsai
�7�, the local time-dependence of surface heat transfer coefficients
for plate finned-tube heat exchangers was estimated in a three
dimensional inverse heat conduction problem, and the code devel-
oped had the ability to communicate with the commercial compu-
tational fluid dynamics �CFD� code CFX4.4 by means of data trans-
portation. Deng et al. �8� dealt with the estimation of the heat flux

distribution generated by a flame gun based on the temperature
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easurements in a cylindrical work piece. The estimation con-
isted of two calculations. The first calculation was performed by
olving the inverse heat problem using the conjugate gradient
ethod. Then the results were used in the second calculation

mplementing an artificial neural network technique to set up cor-
elations between the temperature of the work piece and the heat
ux generated by the flame gun. Girault and Petit �9� proposed a
ethod for solving nonlinear inverse heat conduction problems

sing reduced order model �ROM�. The ROM was identified
hrough a specific procedure based on the numerical optimization
echnique to minimize the discrepancy between the responses of
he CFD model and ROM when a specific input signal was used.
hen the ROM was used to solve the inverse problem through a

unction specification method.
In all the above examples, the heat transfer process occurred in

he main body are heat conduction and either the boundary con-
itions, or the thermophysical properties of the main body are
earched for. All such inverse problems belong to the inverse heat
onduction category. The studies in the inverse convection heat
ransfer problems are developed more lately than the study of the
nverse heat conduction problems. By the inverse convection heat
ransfer we mean that the process in the main body is convective.
he papers published in its early stage known to the present au-

hors were on the 1990s. Huang and Ozisik �10� used a combina-
ion of conjugate gradient method and modified conjugate gradi-
nt method to solve the inverse problem of determining the
pacewise variation in an unknown wall flux for laminar flow
nside a parallel plate duct. Bokar and Ozisik �11� utilized the
ame method to estimate the timewise variation in inlet tempera-
ure of a thermally developing, hydrodynamically developed lami-
ar flow between parallel plates by utilizing transient temperature
easurements from a single thermocouple located downstream of

he entrance. In the work of Colaco and Orlande �12�, the conju-
ate gradient method was used for the simultaneous identification
f two unknown boundary heat fluxes in an irregularly shaped
hannels with laminar flow. The inverse convection problems in
urbulent channel flow were also studied in recent years �13–15�.

All the inverse convection heat transfer problems mentioned
bove mainly studied the effects of measurement error and the
osition of the thermocouples on the performance of the inverse
lgorithm at a single specified Reynolds number; the effects of the
eynolds number �that is, the intensity of convection itself� on the
erformance of the inverse algorithm have not been studied yet.

One serious defect with the conjugate gradient method is that
he value of the heat flux at the final position always equals to the
nitial value since the normal conjugate gradient method cannot
pdate the value of gradient at the final position. The modified
onjugate gradient method proposed by Huang and Ozisik �10�
as been proved an efficient method to resolve this problem in
efs. �16–18�. Its performance will be further testified in this
aper, and a revision is further proposed to update the gradient
oth at the beginning and ending positions.

In the present study, the effects of convection on the stability
nd accuracy of the inverse algorithm are analyzed in terms of
eynolds number. It will be shown that Reynolds number has a

ignificant effect on the performance of the inverse algorithm. In
his paper the detailed derivation of the sets of sensitivity and
djoint equations used in the inverse algorithm will be provided
rst. Then numerical results about the effects of measurement
rror, the position of the thermocouples, and the number of ther-
ocouples at different Reynolds number will be presented next.
inally, some brief conclusions are presented.

Direct Problem
The present study considers a thermally developing, hydrody-

amically developed laminar forced convection of a Newtonian
uid of constant properties through a circular pipe with the outer
all subjected to a spacewise varying heat flux Q�X�. Fluid enters
he pipe at a uniform temperature of T0. Figure 1 presents a sche-

21701-2 / Vol. 131, FEBRUARY 2009
matic view of the present pipe flow system, also shown in Fig. 1
is the position of thermocouples. Note that, in this study, all the
thermocouples used to measure the temperature of fluid are placed
along the streamwise direction at the same radial position.

By assuming axisymmetry of the problem and neglecting axial
heat conduction and viscous dissipation, the governing equation in
dimensionless form for this problem is given by

1

2
PrReU�R�

���X,R�
�X

=
1

R

�

�R
�R

���X,R�
�R

� �1�

with the boundary conditions ���X ,0� /�R=0, ���X ,1� /�R
=Q�X� and ��0,R�=0. The dimensionless variables are defined as
follows:

X =
x

ro
, R =

r

ro
, U =

u

uavg
, Pr =

�

�

Re =
2uavgro

�
, � =

k�T − T0�
qrefro

, Q =
q

qref

here, � is the kinematic viscosity, � is the thermal diffusivity, k is
the thermal conductivity, uavg is the average inlet velocity, qref is
the reference heat flux, and T0 is the inlet temperature of fluid.
The fully developed velocity profile of the fluid in the circular
pipe is expressed in the dimensionless form as U�R�=2�1−R2�.

In this investigation, we take the Prandtl number a constant
value of 7.0 so that the working fluid can be thought of as being
water. The computations were conducted at three different Rey-
nolds numbers of Re=100, Re=1000, and Re=2000 to identify
the effects of the convection on the performance of inverse algo-
rithm. The dimensionless length in the streamwise direction, L
=� /r0 was fixed at a value of 100. A 800�100 uniform grid
system was used to discretize the space domain, and the foregoing
equations are discretized by the finite volume method �19,20�. The
code developed here was validated by reproducing solutions for
some benchmark problems �21,22�, the results were not shown
here since the main subject of this paper is about the inverse
problem.

3 Inverse Problem
For the inverse problem, we are going to identify the unknown

dimensionless wall heat flux Q�X� by using the temperature mea-
surements taken from the pipe flow. Let the temperature measure-
ments taken at some appropriate locations within the flow be de-
noted by �* and let the solutions of the direct problem at the
thermocouples position denoted by �, that is, the temperature cor-
responding to a particular value of heat flux function Q�X�. In the
idealized situation without measurement error, the unknown heat
flux Q�X� can be obtained by solving an optimal problem of re-
quiring an exact equivalency between the measured temperature

*

Fig. 1 Schematic view of the pipe system and position of the
thermocouples. The velocity profile is fully developed and the
inlet temperature is constant.
� and the calculated temperature �. But in practice, the inverse

Transactions of the ASME
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roblem should be solved in a least squares way due to the ill
osed nature of the inverse problem. The inverse problem treated
n this paper is defined as follows.

Find a heat flux function Q�X� which minimizes the object
unction J, defined by

J =
1

2 �
mea=1

Nm

���Xmea,Rmea� − �*�Xmea,Rmea��2 �2�

here Nm represents the total number of the measuring points,
nd Xmea and Rmea represent the streamwise coordinate and radial
oordinate of the measuring points, respectively.

In this paper the minimization of object function J is achieved
y the conjugate gradient method �16–18�. The essence of the
onjugate gradient method is to decide a suitable descent direction
nd a suitable step size in the descent direction for the minimiza-
ion of object function J �23�. The descent direction and the step
ize may be obtained, respectively, from the solution of two aux-
liary problems known as the sensitivity problem and adjoint
roblem.

3.1 Sensitivity Problem. The derivation of sensitivity prob-
em presented in this section closely follows Refs. �10,23�. We

efine the temperature sensitivity function �̂ as the directional
erivative of � at Q in the direction of �Q, i.e.,

�̂ = D�Q� = lim
�→0

��

�
�3�

Based on this definition, the governing equation for the tem-

erature sensitivity function �̂ can be obtained by the following
rocess: The formulation of direct problem given by Eq. �1�
which is written for Q� is rewritten first for �Q+��Q�, and the
ewritten equation is subtracted from Eq. �1�. When the limiting
rocess defined by Eq. �3� is applied to the above results, we
btain

1

2
PrReU�R�

��̂�X,R�
�X

=
1

R

�

�R
�R

��̂�X,R�
�R

� �4�

ith the following boundary conditions ��̂�X ,0� /�R=0,

�̂�X ,1� /�R=�Q�X�, and �̂�0,R�=0

3.2 Adjoint Problem and Gradient Equation. The deriva-
ion of adjoint problem presented in this section closely follows
efs. �10,24�. We first multiply the governing equation, Eq. �1�,
y the Lagrange multiplier �J�X ,R� and integrate the production
ver the whole space domain. Then the resulting expression is
dded to the object function given by Eq. �2�:

J =
1

2 �
mea=1

Nm �
�

���X,R� − �*�X,R��2	�X − Xmea,R − Rmea�d�

+�
�

�J�X,R�	1

2
PrReU�R�

���X,R�
�X

−
1

R

�

�R
�R

���X,R�
�R

�
d�

�5�

here 	�·� is the Dirac delta function. Following the same proce-
ure with the development of the sensitivity problem, we can

btain the following equation:

ournal of Heat Transfer
D�QJ = �
mea=1

Nm �
�

���X,R� − �*�X,R���̂�X,R�	�X − Xmea,R

− Rmea�d� +�
�

�J�X,R�
1

2
PrReU�R�

���̂�X,R��
�X

d�

−�
�

�J�X,R�
1

R

�

�R
�R

���̂�X,R��
�R

�d� �6�

By employing integration by parts in the second and third terms
on the right hand side of Eq. �6�, using the initial and boundary
conditions of the sensitivity problem and also requiring that the

coefficients of �̂�X ,R� vanish, we can yield the following govern-

ing equation for the adjoint function �J�X ,R�:

−
1

2
PrReU�R�

��J�X,R�
�X

=
1

R

�

�R
�R

��J�X,R�
�R

� + �
mea=1

Nm

���X,R�

− �*�X,R��	�X − Xmea,R − Rmea� �7�

with the boundary conditions ��J�X ,0� /�R=0, ��J�X ,1� /�R

=�Q�X�, and �J�L ,R�=0. Finally, the following term is left:

D�QJ =�
X=0

L

�J�X,1��Q�X�dX �8�

Equation �8� represents the directional derivative of object func-
tion J in the direction �Q; it can also be expressed in another way,
i.e., the inner product of the gradient �JQ with �Q,

D�QJ = ��JQ��Q =�
X=0

L

� JQ�QdX �9�

Comparison of Eq. �8� with Eq. �9� gives that the gradient of
object function J with respect to the heat flux Q is equal to the
adjoint temperature at the outer surface of the tube

�JQ = �J�X,1� �10�

3.3 Conjugate Gradient Method. In this investigation, the
conjugate gradient method �23� was used to minimize the object
function J. The iterative procedure of the conjugate gradient
method to identify the unknown heat flux Q�X� is given by

Qn+1�X� = Qn�X� + 
nPn�X�, n = 0,1,2, . . . ,� �11�

where 
n is the search step size from the nth iteration to the �n
+1�th, and Pn�X� is the search direction expressed by

Pn�X� = �JQ
n �X� + �nPn−1�X�, n = 1,2, . . . ,� �12�

In the adopted conjugate gradient method, the conjugate coeffi-
cient �n is determined from

�n =�
0

L

��JQ
n �2dX��

0

L

��JQ
n−1�2dX, �0 = 0 �13�

The search step size 
n is determined by


n = �
mea=1

Nm

���Xmea,Rmea�

− �*�Xmea,Rmea���̂�Xmea,Rmea�� �
mea=1

Nm

��̂�Xmea,Rmea��2
�14�
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3.4 General Inverse Algorithm Based on The Conjugate
radient Method. The general inverse algorithm based on the

onjugate gradient method to identify the unknown heat flux Q�X�
an be arranged in the following manner:

1. solve the governing equation of the direct problem, Eq. �1�,
with an initial heat flux Q0�X�

2. solve the adjoint problem governed by Eq. �7�
3. compute the gradient of J ,�JQ, from Eq. �10�
4. compute the conjugate coefficient � from Eq. �13�
5. compute the search direction P from Eq. �12�
6. solve the sensitivity problem by setting �Q equal to P
7. compute the search step size 
 from Eq. �14�
8. update the unknown heat flux Q from Eq. �11�
9. repeat above steps until convergence is reached

3.5 Modified Inverse Algorithm Based on the Conjugate
radient Method. One serious defect of the above mentioned

onjugate gradient method is that the value of the heat flux at the
nd of the pipe Q�L� always equals to the initial value Q0�L�. The
eason for this can be seen from Eqs. �10�–�13�. In this paper, the
odified inverse algorithm proposed by Huang and Ozisik �10�
as used to predict the value of heat flux Q�L� at the end of the
ipe. In the modified inverse algorithm, the basic steps are the
ame with that of the general inverse algorithm shown in the
receding section except that the search direction and the conju-
ate coefficient are obtained as follows.

By seeking a continuously differentiable function Q�X�, which
s represented as

Q�X� =�
=0

X

dQ��/dd �15�

rom Eqs. �9� and �10�, we obtain

D�QJ =�
X=0

L

�J�X,1��Q�X�dX �16�

ntegrating Eq. �16� by parts gives

D�QJ =�
X=0

L

d�Q�X�/dX�
X

L

�J�,1�ddX �17�

By comparing Eqs. �16� and �17�, we can conclude that the
radient of J with respect to dQ /dX can be expressed as

�JdQ/dX =�
X

L

�J�,1�d �18�

ccording to Huang and Ozisik �10�, we define

Pn�X� =�
0

X

��JdQ/dX
n + �nPPn−1���d �19�

here the conjugate coefficient � is given by

�n =�
0

L

��JdQ/dX
n �2dX��

0

L

��JdQ/dX
n−1 �2dX, �0 = 0 �20�

quation �20� is the expression for the conjugate coefficient for
he modified conjugate gradient method.

3.6 Improved Inverse Algorithm Based on the Conjugate
radient Method. It should be noted here that due to the same

eason as the regular conjugate gradient method, the modified
nverse algorithm based on the conjugate gradient method cannot
dentify the value of unknown heat flux Q�0� at the beginning of
he pipe. In this investigation, we proposed an improved inverse
lgorithm that includes a combination of the modified conjugate
radient method and the normal conjugate gradient method. Our

mproved inverse algorithm is consisted of two parts: The modi-
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fied inverse algorithm is used first to obtain a reasonable value of
heat flux at the end point of the pipe Q�L�, then the algorithm is
switched to the general inverse algorithm to obtain a converged
solution profile. In the following presentation, the results obtained
from different inverse algorithms for three cases of outside flux
distributions will be presented. The effects of the Reynolds num-
ber upon the performance of the improved inverse algorithm will
also be shown.

4 Results and Discussion
In practice, the temperature measurements always contain some

degree of measurement error. To simulate a set of real experimen-
tal data, in this study we generate the measurement data by adding
the random error to the exact temperature T �10–15�. The simu-
lated measurement data can be expressed in the following dimen-
sional way:

T* = T + �� �21�

where T denotes the exact temperature, which is the solution of
the direct problem, � is the standard deviation of the measurement
error �in °C�, which takes values of 0.0, 0.10, and 0.19 in this
investigation, and � is a random number with normal distribution
lying in the range of −2.567���2.567 generated by a random
number generator.

Two kinds of convergence criterion were used in this paper for
the case of �=0 and ��0, respectively. When �=0, the object
function J can theoretically converge to zero. It is feasible to stop
the iteration after a specified iteration number since the decrease
in error will become very slow as iteration goes on. But for the
case of ��0, the iteration must be stopped at an appropriate
number as a certain level of noise exists in the measurements.
When the iteration is stopped earlier than this optimum number, a
fully convergent solution can often not be reached; on the con-
trary, the solutions may be contaminated by high-frequency com-
ponents of the noise contained in the measurement data if the
iteration is stopped too late. The following condition is adopted
for the case of ��0 as an estimation of the convergence criterion
�10–15�:

J � � �22�
here

� =
1

2
�2Nm �23�

According to our experience, Eq. �23� can provide a good esti-
mation of the appropriate iteration number for stopping iteration.
So in our computation, we perform computation using Eqs. �22�
and �23� to get an estimated iteration number, then we conduct
more iteration to determine a better solution by watching the
variation trend of the smoothness of the predicted heat flux pro-
files.

To examine the performance of the modified inverse algorithm
for the prediction of the end point heat flux Q�L� and the im-
proved inverse algorithm for the prediction of the unknown heat
flux function Q�X�, we adopted three different shapes of heat flux
function Q�X�, as shown in Fig. 2.

All the computations for the modified conjugate gradient
method started with an initial guess of Q0�X�=0, and the predicted
end point value Q�L� by the modified conjugate gradient method
was then set as the initial heat flux of the regular conjugate gra-
dient method.

The accuracy and robust of the inverse algorithm can be easily
determined since the exact solutions were already known. The
accuracy of the predicted heat flux is indicated by the parameter
err, which is defined as

err = �Qestimated − Qexact�L2

2 /�Qexact�L2

2 �24�
where � �L2
is the usual L2 norm.
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4.1 Re=100. In Fig. 3, the computational results are pre-
ented first for the most idealized situation in which there is no
easurement error, i.e., �=0.0. Figures 3�a� and 3�b� correspond

o the convergence characteristics of the end point heat flux value
�L� when using the modified conjugate gradient method with all

hermocouples placed at Rmea=0.6R0. Figures 3�c� and 3�d� dis-
lay the unknown wall heat flux Q�X� identified by the inverse
lgorithm after 15 iterations. It is evident from Figs. 3�a� and 3�b�
hat the value of Q�L� predicted by the modified conjugate gradi-
nt method seems to approach a constant value of 0.36 as iteration
oes on. The convergence pattern of Q�L� is different from each
ther according to the shape of heat flux function. This difference
an be directly related to the sequential convergence characteris-

Fig. 2 Three test cases considered in this study. „a…, „

respectively.

Fig. 3 Computation results for case „a… and case „b… with Rm
and „b… correspond to the convergence characteristic of th

rithm, „c… and „d… correspond to the wall heat flux Q„X… identifi

ournal of Heat Transfer
tics �25� of the conjugate gradient �CG� method. The essence of
the sequential convergence mechanism �25� of CG is that the CG
iteration reveals the low-frequency components of the heat flux
first, while the high-frequency components are only revealed at
the latter stage. It is well known that the unknown heat flux func-
tions can be expanded in terms of an infinite sum of Fourier series
at different frequencies. For test case �a�, we stop the iteration for
the modified conjugate gradient method after 200 iterations. The
Q�L� reaches and maintains the convergence value only after 15
iterations; there are no oscillations found in the whole iteration
process. While for test case �b�, Q�L� approaches the constant
value in an oscillating way, and the iteration needed to reach the

and „c… correspond to case „a…, case „b…, and case „c…,

0.6R0, �=0.0 and 800 measurement points, and Re=100. „a…
nd point value Q„L… when using the modified inverse algo-
b…,
ea=
e e
ed by the improved inverse algorithm.
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onvergence is much larger than that of case �a� since the heat flux
rofile of case �b� includes more high-frequency Fourier compo-
ents. The required iteration number is about 300 for case �b�.

The estimated values of Q�L� are in excellent agreement with
he exact values, which is evident from Figs. 3�c� and 3�d�. There
s a small deviation for case �b� in Fig. 3�d� near the final position,
t x=100, but the quality of the estimation can still be regarded as
ery good, especially when compared with the solution of the
riginal inverse algorithm. Also shown in Figs. 3�c� and 3�d� are
he prediction errors of the predicted unknown heat flux function
�X�. The values of relative error err compared with the exact
alues are only 0.17% and 1.29% for case �a� and case �b�, re-
pectively. It is evident that the large error for case �b� is mainly
aused by the inaccurate prediction of end point heat flux value
�L�.
The influences of the number of thermocouples are presented in

ig. 4. It is seen from Fig. 4 that even with 50 thermocouples, at
place closer to the wall, the modified conjugate gradient method

an predict the end point heat flux value very accurately. Figure
�a� displays the unknown wall heat flux Q�X� identified by the
nverse algorithm after 15 iterations with 400 measurement points,
nd it can be seen that the solutions are excellent. Some problems
ccur when we decrease the number of measurement points from
00 to 50. Figure 4�b� shows the inverse solution obtained with 50
easurement points and Rmea=0.8R0 after 15 iterations. Increas-

ng or decreasing the number of iterations does not produce any
mprovement in the accuracy of solutions. It is seen from Fig. 4�b�
hat the inverse solution presents small oscillations. When we

ove the measurement points to the place of Rmea=0.9R0, the
scillation is more serious. This phenomenon can be interpreted as
ollows. Fifty measurement points cannot provide enough con-
traints so as to make the inverse solution well regularized. In
ddition, the sensitivity with respect to the high-frequency com-
onents of the heat flux function is greater as the measurement
oints move closer to the outer boundary �25�. The value of err for
ase �c� with 50 measurement points at a place of 0.8R0 is 0.64%,
hile it is 4.38% with 50 measurement points at a place of 0.9R0.

f the number of measurement points is enough, the movement of
he measurement points to the wall will not cause so much pre-
iction error.

Now, we turned to consider the effects of the measurement
rror. In Fig. 5, the computation results for case �a� with 400
hermocouples for the case of �=0.1 and �=0.19 are presented;
lso shown in Fig. 5 is the number of iteration used to obtain the
alue of Q�L�. The convergence criterion of Eqs. �22� and �23�
as used to stop the iteration. An overview of Fig. 5 shows that

Fig. 4 The effects of the number of thermocouples on t
correspond to the wall heat flux Q„X… identified by the impr
ncreasing the measurement error increases the value of relative

21701-6 / Vol. 131, FEBRUARY 2009
error err, but the heat flux identified by the inverse algorithm is
still in a good agreement with the exact value, which demonstrates
the sequential filtering mechanism built in the CG method.

4.2 Re=1000. The computation results at a Reynolds number
of 1000 are shown in Figs. 6 and 7. Figure 6�a� shows the con-

accuracy of estimation for case „c…, Re=100. „a… and „b…
d inverse algorithm.

Fig. 5 Computation results for case „a… with measurement er-
rors of �=0.1 and �=0.19 and Re=100. „a… corresponds to the
wall heat flux Q„X… identified by the improved inverse algorithm
with �=0.1, „b… corresponds to the wall heat flux Q„X… identified
he
ove
by the improved inverse algorithm with �=0.19.
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ergence characteristics of Q�L� when using the modified conju-
ate gradient method with 800 measurement points, Rmea=0.6R0.
t is seen from Fig. 6�a� that increasing Reynolds number from
00 to 1000 does not influence the performance of the modified
onjugate gradient method for case �a�, and the convergence of
�L� can be declared after only 40 iterations. The value of Q�L�
redicted by the modified conjugate gradient method is in a good
greement with the exact one, which is evident from the results
hown in Fig. 6�c�. The inverse solution is very good with a rela-
ive error of err=0.13%. The convergence characteristics of Q�L�
or case �b� are shown in Fig. 6�b�. Comparisons of Fig. 3�b� with
ig. 6�b� show that with the same measurement position and the
ame number of thermocouples, increasing Re from 100 to 1000
nfluences the performance of the modified conjugate gradient

ethod significantly. The convergence history presents large os-
illations at Re=1000 compared with that of Re=100, and the
alue of Q�L� cannot approach a constant value even after 1600
terations. The predicted unknown heat flux Q�X� for case �b� was
hown in Fig. 6�d�. It is evident that there is a large error near the
nal position of the pipe, which is mainly caused by the inaccu-
ate value of Q�L� predicted by the modified conjugate gradient
ethod, and this phenomenon gives a clear demonstration that the

erformance of the modified conjugate gradient method can be
eteriorated by an increase in Re number. While at the remaining
art of the pipe, the inverse algorithm can give good estimation.
he relative error err for case �b� is 5.20%.
The influences of the position of measurement points and the

umber of measurement points at Reynolds number of 1000 were
lso investigated. The same conclusions with that of Re=100 can

Fig. 6 Computation results for cases „a… an
ment points, and Re=1000. „a… and „b… corresp
point value Q„L… when using the modified conj
the wall heat flux Q„X… identified by the impro
e drawn from the computation results, that is, moving the mea-

ournal of Heat Transfer
surement points close to the wall and increasing the number of
measurement points increase the accuracy and stability of the
modified method of the inverse algorithm.

4.3 Re=2000. Figure 7 presents some results when the Rey-
nolds number takes the value of 2000. It is noted that for case �a�,
with Rmea=0.6R0 and 800 measurement points, the inverse solu-
tion is in a good agreement with the exact value. But for cases �b�
and �c�, the inverse algorithm diverges with the same measure-
ment position. Reasonable results can be obtained when the mea-
surement points are moved to Rmea=0.7R0. The effects of the mea-
surement position, the number of measurement points, and the
measurement error are also studied; it was found that the same
variation trend exists as for the results of Re=100 and Re=1000.

From an overview of the computation results presented in Sec.
4, we can conclude that with the same other parameters, increas-
ing the Reynolds number will decrease the sensitivity so as to
deteriorate the performance of the modified inverse algorithm and
the extent of the decrease strongly depends on the shape of un-
known heat flux. Those functions, which contain more high-
frequency components of Fourier series, are more sensitive to the
increase in the Reynolds number.

5 Concluding Remarks
An inverse forced convection problem for the determination of

the unknown space-dependent wall heat flux in a circular pipe is
studied in this paper. An improved inverse algorithm is proposed,
which is consisted of the modified inverse algorithm of Refs.
�10,11� and the general inverse algorithm based on the conjugate

… with Rmea=0.6R0, �=0.0 and 800 measure-
to the convergence characteristic of the end

te gradient method. „c… and „d… correspond to
inverse algorithm.
d „b
ond
uga
gradient method �23�. Three examples are illustrated by applying
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ifferent algorithms. The effects of the convection, the number of
hermocouples, the location of the thermocouples, and the mea-
urement error on the performance of the improved inverse algo-
ithm are studied in detail. The improved inverse algorithm has
een proved to be an efficient and robust method for the solution
f the inverse convection problem. When measurement error is
onsidered, reasonable results can be obtained by stopping the
teration before the higher-frequency components of the noise are
ecovered and started to deteriorate the solution. An estimation
ethod of the appropriate iteration number is proposed.
The performance of the improved inverse algorithm strongly

epends on the Reynolds number, the measurement error, and the
hape of the unknown heat flux. Large Reynolds number and mea-
urement error decrease the accuracy and the stability of the im-
roved conjugate gradient method. The performance of all the
nverse algorithm can be improved greatly by moving the mea-
urement points closer to the unknown heat flux. Those functions,
hich contain more high-frequency components of Fourier series,

re more sensitive to the increase in the Reynolds number.
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omenclature

ig. 7 Some computation results for the case of Re=2000. „a…
orresponds to the wall heat flux Q„X… identified by the im-
roved inverse algorithm. „b… corresponds to the wall heat flux
„X… identified by the improved inverse algorithm with �
0.19.
a � coefficient in the discretized equation

21701-8 / Vol. 131, FEBRUARY 2009
D � directional derivative
J � object function
q � dimensional heat flux
Q � unknown dimensionless heat flux
R � dimensionless radial coordinate
X � dimensionless streamwise coordinate

T0 � temperature of fluid
Pr � Prandtl number
Re � Reynolds number
U � dimensionless velocity component in the X

direction

�̂ � temperature sensitivity function

�̈ � adjoint function
� � the increments between the grid interfaces
� � gradient

� �  � inner product of two functions

Greek Symbols
� � dimensionless temperature
� � kinematic viscosity
� � thermal diffusivity
� � thermal conductivity
	 � increments between the grid lines

 � search step size
� � conjugate coefficient
� � standard deviation of the measurement error
� � a random number

Subscripts
avg � average

o � out
mea � quantity at measurement points

Superscript
n � the nth iteration
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Optimization of Fin Performance
in a Laminar Channel Flow
Through Dimpled Surfaces
The effect of the dimple shape and orientation on the heat transfer coefficient of a vertical
fin surface was determined both numerically and experimentally. The investigation fo-
cused on the laminar channel flow between fins, with a Re�500 and 1000. Numerical
simulations were performed using a commercial computational fluid dynamics code to
analyze optimum configurations, and then an experimental investigation was conducted
on flat and dimpled surfaces for comparison purposes. Numerical results indicated that
oval dimples with their “long” axis oriented perpendicular to the direction of the flow
offered the best thermal improvement, hence the overall Nusselt number increased up to
10.6% for the dimpled surface. Experimental work confirmed these results with a wall-
averaged temperature reduction of up to 3.7 K, which depended on the heat load and the
Reynolds number. Pressure losses due to the dimple patterning were also briefly explored
numerically in this work. �DOI: 10.1115/1.2994712�

Keywords: heat transfer enhancement, forced convection, dimples, dimple geometry,
laminar flow, channel flow
ntroduction
Over the last decade, numerical and experimental work in chan-

el flow has shown that flow over dimpled surfaces develop vor-
exlike structures inside and in the wake area of the dimples,
ncreasing the overall drag due to inertial and viscous effects in
he fluid. However, dimples also increase the surface heat transfer
oefficient without a substantial rise in drag penalties observed in
ther heat transfer enhancement devices such as rib turbulators
nd pin fins. Fluid motion inside dimples is self-organized: it is
nduced by the presence of the dimple with no physically protrud-
ng part projecting into the flow or deflecting it to create the vor-
ices; therefore, dimples lack the pressure loss associated with
orm drag. Heat transfer is enhanced because vortex structures
romote mixing, drawing cold fluid from outside the thermal
oundary layer into contact with the wall and ejecting hot fluid
rom the near wall area into the stream, thus enhancing the overall
onvective heat transfer.

When a dimpled wall is used in channel flow, dimple geometry
lay a key role in the heat transfer and drag coefficients. The
ptimum configuration should provide the higher heat transfer im-
rovement with less drag for a specific application. As of today,
here exists no road map to determine the optimum dimple con-
guration. During the last few years, studies on turbulent flow
ver dimpled walls have provided some insight into the applica-
ion of this technology for turbine blade and jet impingement
ooling. However, application of dimples in laminar flow was
carcely explored. Microelectronic cooling and microfluids, where
he flow regime is mostly laminar, are two potential fields of ap-
lication for dimple technology.

bjective
The objective of this work was to determine whether or not

impled surfaces enhance heat transfer coefficients in laminar
hannel flow. Emphasis was on the dimple geometry and orienta-
ion. The following tasks were performed:
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eceived August 14, 2008; published online December 15, 2008. Review conducted
y Anthony M. Jacobi. Paper presented at the Graduate Student Research and Inno-

ation Conference 2007, ASME District E, Tulsa, OK.

ournal of Heat Transfer Copyright © 20
• an ongoing literature review and analysis in order to identify
key parameters for improved performance

• numerical modeling of novel dimple geometries and orien-
tation relative to the flow

• fabrication and testing of model with the best-performance
geometry from simulations

• validation of numerical model with experimental results

A previous numerical study presented by the authors �1�
showed that dimples have the potential to improve the convective
heat transfer in heat sinks for microelectronic cooling. This paper
is intended to validate experimentally and extend on the investi-
gation previously performed.

Literature Review
When a fluid goes over a dimple, the spherical shape of the well

creates a pressure field within the recession that modifies the flow
and generates vortex structures. Published literature have shown
that the Reynolds number, the ratio of the dimple depth to the
dimple diameter �relative dimple depth, � /D�, dimple spacing or
relative pitch �S /D�, and relative channel height �H /D� are the
important parameters defining the pressure loss and heat transfer
enhancements in flow over dimpled walls.

A number of experimental investigations on the use of dimples
in rectangular-channel flow with Reynolds numbers ranging from
5000 to 70,000 have been published. Chyu et al. �2� focused on
turbine blade cooling with circular dimples of � /D=0.25 and tear-
drop shaped dimples, with this publication being the only experi-
mental work found on noncircular dimples to date. Moon et al. �3�
studied dimples of � /D=0.193 and showed that the improvement
on heat transfer is not significantly affected by the channel height
when its value is greater than the dimple depth. Mahmood and
co-workers �4–6� studied the flow and heat transfer characteristics
over staggered arrays of dimples with � /D=0.2. The effects of
inlet stagnation temperature, channel height, and Reynolds num-
ber were investigated. Burguess et al. �7� performed a similar
study but on an array of dimples with � /D=0.3 and compared
results with Mahmood. Heat transfer improvement was similar

while the friction factor increased �30–40%. Ligrani et al. �8�

FEBRUARY 2009, Vol. 131 / 021702-109 by ASME
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tudied the influence of the combined effect of dimples and pro-
rusions on opposite walls and showed that protrusions increased
oth heat transfer and friction coefficients.

Won et al. �9� and Burgess and Ligrani �10� studied the effect of
he dimple’s relative depth on the flow structure, Nusselt number,
nd friction factors on dimples with � /D=0.1, 0.2, and 0.3. Won
t al. �9� performed instantaneous visualization, calculated time-
veraged flow structures, and studied vortex-shedding frequen-
ies. Burgess and Ligrani �10� developed empirical correlations
or relative Nusselt numbers and friction factors as a function of
/D in the Reynolds number range from 5000 to 80,000. The
orrelations showed good agreement with previously published
xperimental data. Ligrani et al. �11� studied the effect of the inlet
urbulence level on the heat transfer improvement in walls with
imples of � /D=0.1, showing that as the turbulence level is in-
reased the relative Nusselt number is reduced.

Experimental work on channel flow with nonrectangular geom-
tries was performed by Bunker and Donellan �12�, who studied
urbulent flow in a circular pipe with dimples of � /D=0.23 and
.4. Friction factor increment was in the range of 4–6 times that
bserved for a smooth pipe. Syred et al. �13� studied the effect of
lane curvature, testing dimple effects in concave and convex
alls. Han �14� studied the rotational effect of dimples in turbine
lade cooling, concluding that dimple cooling is a good choice
hen the pressure drop is the main design concern. Jet impinge-
ent over a convex dimpled surface was studied by Chang et al.

15�, showing increments in the relative Nusselt number of up to
.5.

Experimental work on dimple applications for microchip cool-
ng was presented by Small et al. �16�. On a student design com-
etition, 27 heat sinks were tested on a mock microprocessor. The
est performance was obtained by a heat sink with a staggered
rray of rectangular fins with dimpled surfaces. The dimpled heat
ink not only showed the lower temperature difference, but also
ad 25% less volume than the limit set for the design contest. The
ffect of dimple/bump combinations was also briefly studied.

Wei et al. �17� presented a numerical study on the heat transfer
nside a microchannel with one dimpled surface under laminar
ow. Dimple � /D was 0.204 and the Reynolds number, based on

he hydraulic diameter, was between 100 and 900. Their results
howed that the heat transfer is improved near the trailing edge of
he cavities. The increment in the relative Nusselt number was
pproximately 1.2.

Numerical studies on dimples were performed by Isaev and
o-workers �18–23�, who used finite difference methods to study
he effect of the dimple relative depth over a single dimple. The
tudy showed that at relative depth of 0.22 flow becomes asym-
etric and friction/heat transfer coefficients increase abruptly.
hey also studied the effect of the Reynolds number �both laminar
nd turbulent� over dimples of � /D=0.22.

Park and co-workers �24,25� used FLUENT to simulate the flow
ver dimples with � /D=0.3, showing a generally good agreement
ith the experiments from Burgess. Park also performed a nu-
erical study on dimples with seven different geometries �spheri-

al, cylindrical, and triangular� presenting relative Nusselt num-
ers, velocity, and Eddy diffusivity distributions. Spherical and
ilted cylindrical dimples showed the best thermal performance.
ilva et al. �1� used FLUENT to simulate the flow over dimples with
/D=0.2 showing good agreement with experiments from Mah-
ood. The model was used to improve the dimple spacing by

ncreasing relative pitch �S /D�, thus reducing the number of
imples and friction losses while keeping the heat transfer im-
rovement constant.

A numerical study based on the response-surface method
RSM� was performed by Kin and Choi �26� to optimize the shape
f a dimple for better turbulent heat transfer and friction losses.
sing numerical simulations and the experimental results from
unker and Donellan, Kin calculated the optimum relative depth

nd relative pitch to be 0.24 and 1.81, respectively. The optimum

21702-2 / Vol. 131, FEBRUARY 2009
relative pitch of 1.81 is in line with the previous study of Silva et
al. where the dimple overall performance was improved by in-
creasing the relative pitch from 0.81 to 1.21. These results suggest
that there is room for further improvement by increasing the
dimple spacing.

Analysis
Through an examination of the published literature, key param-

eters and characteristics of dimple performance were identified.

• Relative to flat walls, dimpled walls can improve the heat
transfer coefficient by up to �2.5 times. This value seems
independent of the Reynolds number in the 5000–70,000
range �1�.

• Relative friction factor increment on dimpled walls can vary
from �1.2 to 6 times that of flat walls depending on the
Reynolds number and dimple geometry.

• Relative dimple depth of 0.20–0.25 gives the best perfor-
mance compromise. Higher relative depth increases friction
penalties without significant heat transfer improvements; a
lower relative depth gives lower heat transfer values.

• The influence of channel height on the dimple performance
is negligible when the channel height is equal to or greater
than twice the dimple depth �6�.

• Local Nusselt number data show that heat transfer coeffi-
cients are lower on the leading edge and on the first half of
the dimple, but higher on the second half, trailing edge, and
flat area immediately downstream of the dimple.

• An opportunity exists for further performance improvement
by carefully spacing the dimples in order to take advantage
of the higher heat transfer areas while reducing the number
of dimples, hence friction losses.

Based on this information some design requirements for dimpled
walls were specified.

• Relative dimple depth will be 0.20.
• Relative pitch �S /D� will be specified as 1.21, based on

previous numerical studies.
• High heat transfer areas will be increased while trying to

reduce total number of dimples.

In order to fulfill the last requirement, the following solutions are
proposed for the three high heat transfer areas in a dimpled sur-
face.

• Second half of the dimple: Increase the area by elongating
the dimple in the flow direction.

• Trailing edge of the dimple: Increase the edge by elongating
the dimple in the direction perpendicular to the flow direc-
tion.

• Downstream land-area: Increase the area by adding a second
smaller dimple downstream of the main dimple.

The proposed solution calls for the testing of flat surfaces and
circular dimples as a base line, testing of oval dimples with the
long axis aligned in both parallel and perpendicular directions
relative to the fluid flow direction, and finally the testing of double
dimples, all as potential ways to improve heat transfer perfor-
mance.

Numerical Model
A model was developed using FLUENT and the geometry sug-

gested in a previous work �2� on heat sinks. The dimensions of the
vertical fin surface are shown in Table 1.

As previously stated, circular, oval, and double dimples will be
tested. Oval dimples will be modeled as circular dimples split
diametrically with a square section added between the two circu-
lar halves �also known as trenched dimples�. Three midsection

sizes will be changed to obtain three oval dimples with different

Transactions of the ASME
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spect ratios, and the oval dimples will be tested with the long
xis aligned both in the parallel and perpendicular directions with
espect to the fluid flow direction. Double dimples will be mod-
led as circular dimples with a second smaller dimple in the wake
rea of every main dimple.

All dimple arrays will be staggered with relative pitch S /D
1.21 and a relative depth � /D=0.2. For the oval dimples, the
iameter used for calculation of � /D and S /D will be that of the
ircular sections halves, making it so that the oval dimples will
ave the same total depth and circular-edge-to-edge distance as
he circular dimples. The details of the different dimple geometry
nd arrays used are shown in Fig. 1.

The grid used was a structured hexahedral/wedge mesh with a
ylindrical array of elements within the dimples, similar to the
eneral meshing employed in the numerical investigations per-
ormed by Isaev and co-workers �18–23�. Figure 2 shows the grid
tructure and array for the Oval dimple 2, defined in Fig. 1�c�.

The domain modeled was a channel representing a single ver-
ical fin/gap pair with symmetry boundary conditions on the fin
nd gap middle planes. The half-thicknesses of the fin surface and
ap were 0.25 mm and 0.7 mm, respectively. The whole height of
he fin was modeled, but only 20 mm of the fin length measured
rom the gap entrance was considered. The fin was modeled as
opper, with a shroud on top to avoid fluid losses. Fluid was air as
n ideal gas, with entrance conditions set at T=300 K and a uni-
orm velocity of 5.6 m /s for a Reynolds number of 500 based on
he channel �gap� height. The solver used was the segregated im-

Table 1 Heat sink geometry

in height 10 mm
in gap 1.4 mm
in thickness 0.5 mm
in length 125 mm

Fig. 1 Dimple geometry and array spacing. In „
sions are in millimeters.

ournal of Heat Transfer
plicit, with the semi-implicit method for pressure linked equations
�SIMPLE� formulation for the pressure solution and the upwind
scheme for momentum and energy equations.

Heat flux was 21,000 W /m2 and was assumed to come from
the base of the fin, not from the backside of the dimpled surfaces.
This rendered a “lateral” heat flux direction relative to the plane of
the dimpled surfaces, and was intended to offer a more realistic
model of the fin performance in a heat sink. All other surfaces
were considered thermally insulated, with the gap exit modeled as
a velocity outflow at atmospheric pressure.

the smaller dimple diameter is 0.375. All dimen-

Fig. 2 Grid structure for the Oval dimple 2
e…
FEBRUARY 2009, Vol. 131 / 021702-3
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Grid independence was tested with numerical models of 1.22
106, 1.99�106, and 2.60�106 elements for the circular dimple

late. Difference in the heat transfer coefficient obtained from
hese three models was less than 0.2%; therefore the smaller do-

ain was selected as the base line for all the simulations. Grid
ize varied from 1.03�106 elements to 1.54�106 elements de-
ending on the number of dimples on the test section. To guaran-
ee hydraulically developed flow at the beginning of the dimple
late, all the models had an entrance section three times the length
f the test section. Calculations were performed with an IBM
egatta p690 supercomputer facility. Convergence was declared
hen residuals for continuity, velocity, and energy reached values
f 10−5, 10−6, and 10−9, respectively. Simulations converged after
00 iterations, taking approximately 15 h running on a single
.3 GHz processor.

Numerical Results. Table 2 shows the area-averaged wall tem-
erature, pressure drop, and specific characteristics of every
odel simulated for Re=500. Oval dimples, with their long axis

ligned with the flow direction, were identified as “horizontal,”
hile “vertical” indicated the long axis was aligned perpendicular

o the flow. Only whole dimples were considered in these models;
s a result, small size differences exist between models, especially
n fin height, depending on the number of dimples and alignment.

Results show that circular, double, and oval vertical dimples
mproved the average wall temperature by up to 1.95 K when
ompared to the flat wall. Horizontal oval dimples offered little to
o temperature improvement. Temperature distribution over the
at wall can be seen in Fig. 3, while Fig. 4 shows local tempera-

Table 2 Numerical modeling result

Model

Average
wall T

�K�

T-T�Flat
plate
�K�

Pressu
in te

�

Flat 307.51 — 12
Circular dimple 305.99 −1.52 15
Oval dimple 1-horizontala 307.06 −0.45 15
Oval dimple 2-horizontal 307.22 −0.29 14
Oval dimple 3-horizontal 307.28 −0.23 12
Double dimple 305.74 −1.77 17
Oval dimple 1-vertical 305.76 −1.75 16
Oval dimple 2-vertical 305.64 −1.87 17
Oval dimple 3-vertical 305.56 −1.95 18

aHorizontal oval dimples have their long axis parallel to the fl
perpendicular to the fluid flow direction.

Fig. 3 Temperature distribution in the flat sur

right. Heat flow is from the bottom.

21702-4 / Vol. 131, FEBRUARY 2009
tures for all the eight dimpled surfaces modeled. Pressure losses
were calculated as the difference between the area-averaged static
pressures in the inlet and outlet. Pressure loss increased in the
dimpled models, with the double and vertical oval dimples show-
ing the higher increments �up to 26%� when compared to the flat
wall. There appears to be a correlation between pressure loss and
the total length of trailing edges “seen” by the flow.

Figure 4�a� shows the same trend observed in published litera-
ture on dimple heat transfer improvement: Local Nusselt number
is relatively lower on the leading edge and on the first half of the
dimples �hence higher temperatures� but increases in the second
half: trailing edge and wake area of the dimples �lower tempera-
tures are observed�. Figures 4�b�–4�d� show that in the case of the
horizontal oval dimples, the higher temperature of the first half
keeps constant inside of the dimples �no Nusselt number improve-
ment inside the cavity� and it is over the trailing edge that heat
transfer increases and temperature reduces. Some dimples in Figs.
4�c� and 4�d� show an area of slightly lower temperature inside
the cavity, just upstream of the dimple center. This cold spot ap-
pears to be located in the place where the separated fluid from the
leading edge reattaches to the bottom surface inside of the dimple.
It is the authors’ opinion that isolated recirculating pockets of fluid
generate the high temperatures around the cold spots.

In general the average wall temperature on the channel with
horizontal oval dimples increases as the dimples are elongated in
the flow direction, with the Oval dimple 3-horizontal �Fig. 4�d��
having almost the same temperature profile as the flat wall �Fig.
3�. Pressure drop decreases as the horizontal oval dimples are

e=500 and heat flux=21,000 W/m2

rop
rea

No. of elements
total/test area

�103�
No. of

dimples

Test area
size

�L�H, mm�

1209 /361 — 20.02�10.01
1250 /602 22�10 20.02�10.01
1086 /497 18�10 20.47�9.1
1064 /475 14�10 20.70�9.1
1034 /445 10�10 20.47�9.1
1544 /896 22�10 �both� 20.02�10.01
1208 /546 22�9 20.02�10.23
1192 /522 22�7 20.02�10.35
1151 /489 22�5 20.02�10.24

low direction. The vertical oval dimples have their long axis

e of the heat sink fin. Fluid flow is from left to
s, R

re d
st a
Pa�

.34

.39

.35

.08

.83

.24

.67

.42

.27

uid
fac
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longated, with the Oval dimple 3-horizontal having similar losses
s the flat plate. A reduced number of dimples seem to be the
eason for this phenomenon.

Figure 4�e� shows the effect of double dimples, where the sec-
ndary smaller dimple increased the high Nusselt number area
ehind every main dimple. Small cold spots are observed after the
econdary dimples, indicating that they not only increased the
rea, but also boosted the already improved Nusselt number
ownstream of the main cavities. Adding secondary dimples re-
uced the temperature of the circular dimpled wall by an addi-
ional 0.25 K with only a 6% increment in friction losses. One
oteworthy observation is that the main dimple arrays of Figs.
�a� and 4�e� were the same: The only difference between them
as the addition of the secondary dimples in the center of the flat

rea between main dimples.
Figures 4�f�–4�h� show the effect of elongating the dimples

erpendicularly to the fluid flow direction. The elongation in-
reased the area with relative high Nusselt number in the trailing
dge and downstream of the dimples where cold spots were
resent, thus reducing the average wall temperature. Temperature
mprovement between Oval dimples 1-vertical and 2-vertical
Figs. 4�f�–4�h�� was higher than between Oval dimple 2-vertical

Fig. 4 Temperature distribution over the dimp
in Fig. 3. Fluid flow is from the left to right. He
dimples, „b… Oval dimple 1-horizontal, „c…
3-horizontal, „e… Double dimples, „f… Oval dim
Oval dimple 3-vertical.
nd 3-vertical �Figs. 4�g� and 4�h�� suggesting that there might be

ournal of Heat Transfer
an optimum oval dimple size for heat transfer improvement. Mod-
els depicted in Figs. 4�f� and 4�g� showed an average wall tem-
perature improvement of �1.8 K and �0.3 K over the flat and
circular dimple plate, respectively. Pressure losses increased as the
dimples were elongated, mainly due to the increment in length of
the dimples’ trailing edge where the separated fluid form the lead-
ing edge impinges generating pressure loss.

According to the numerical results and analysis, Oval dimple
2-vertical offered a good compromise between heat transfer im-
provement and friction losses and was therefore selected in con-
junction with the flat plate and conventional dimple for the experi-
mental work. Table 3 shows the average convective heat transfer
coefficient and Nusselt number for the three selected models, cal-
culated using energy balance, area-averaged wall, inlet and outlet
temperatures, and the total area �flat and dimpled area� in each
model. Thermal conductivity of air at 303 K and a channel half-
height of 0.7 mm were considered for the Nusselt number
calculation.

It is important to note that relative Nusselt numbers shown in
Table 3 are much lower than the values previously reported in
literature, typically in the range of 1.5–2.5. The authors believe

surfaces. Temperature legend is the same as
ow is from the bottom to the top. „a… Circular
val dimple 2-horizontal, „d… Oval dimple
1-vertical, „g… Oval dimple 2-vertical, and „h…
led
at fl

O
ple
the reason for this difference is �1� our model considers laminar
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ow while almost all previous work studied turbulent regimes
ith Re�5000 and �2� previous investigations have the heat flux

oming from the backside of the dimpled wall while in our model
eat flux comes from one side of the dimple wall �fin base�. Pre-
ious experimental investigation of Small et al. �16� considered
he same heat-flux boundary condition, and their average heat
ransfer improvement ranged from 1.14 to 1.45.

xperimental Work
In order to test the dimple thermal performance an experimental

etup was designed and fabricated. Due to the small dimensions of
urfaces and dimples modeled numerically ��20�10 mm�, a
cale factor of 10 was used for the test plates, using similarity to
aintain laminar flow conditions. Three test plates, shown in Fig.

, were made with ASTM B152 electroless oxygen-free copper
ollowing the same geometry of the circular dimple and the Oval
imple 2-vertical shown in Figs. 1�a� and 1�c�, respectively.

The plates had dimpled surfaces on both sides and were
crewed onto a base made of cooper blocks. Omega electric heat-
rs model KH-108/5-P �Kapton heater, 25.4�203.2 mm, 115 V,
0 W total power� were adhered to the top of the base. The heat-
rs allowed a heat flux of up to 40 kW /m2 through the
mm-thick test plate. Power was supplied by an Elenco Precision

able 3 Average convective heat transfer coefficient—
umerical model, Re=500 and heat flux= 21,000 W/m2

odel
h

�W /m2 K� Nu
Nu /Nuo
�h /hflat�

lat 128.12 3.465 —
ircular dimple 132.25 3.577 1.032
val dimple 2-vertical 141.65 3.831 1.106

Numerical model, Re=1000

odel h
�W /m2 K�

Nu Nu /Nuo
�h /hflat�

lat 185.84 5.026 —
ircular dimple 197.85 5.351 1.064
val dimple 2-vertical 216.00 5.842 1.162
Fig. 5 Flat and dim

21702-6 / Vol. 131, FEBRUARY 2009
variable power supply model XP-800, with multimeters TENMA
72-6685A and 72-6185 used to measure voltage and current into
the heater.

Each of the test plates was inserted into a channel constructed
with 6.35 mm-thick transparent acrylic �k=0.16 W /m K� to fa-
cilitate the visualization of the setup and to minimize heat losses.
The channel inner cross section dimensions were 33�103.5 mm,
so that the test plate inside the cross section was divided into two
14 mm high channels, each corresponding to the numerical do-
main previously simulated.

A 300�300�450 mm plenum and a 2500 mm long channel
section was added downstream and upstream of the test section,
the former to stabilize the flow drawn by the blower and the later
to guarantee a uniform laminar flow over the test plate. In order to
avoid fluid impingement and turbulence generation over the lead-
ing edge of the plates, a 5 mm-thick acrylic separator was added
from the channel entrance to the test section. A 1.5 in. diameter
polyvinyl chloride �PVC� pipe was used from the plenum to the
blower, with an ASME-standard orifice plate flowmeter used to
determine the volumetric air flow and to define the Reynolds num-
ber. Pressure losses in the test section were not measured in this
investigation.

Temperature measurements were made using special limited er-
ror gauge-30 T-type thermocouples, with a total of 24 thermo-
couples distributed among the leading, trailing, and bottom edges,
base, and centerline of the test section in every plate, as shown in
Fig. 6. Additional thermocouples were used at the channel inlet
and at the ASME orifice plate in order to obtain the air inlet
temperature and the corresponding correction for the volumetric
airflow. Thermocouples were connected to a National Instruments
data acquisition unit model SCXI-1000 as well as a PC running
LABVIEW 7.1. Channel test section was insulated with 1 in. of
fiberglass wool, with the heater having a second layer of insula-
tion both on top and between its base and the acrylic wall on top
of the channel so that most of the heat flux into the channel went
through the copper plates. Figure 7 depicts a schematic of the
complete experimental setup.

Heat losses were estimated by measuring the steady state tem-
perature and the electric current on the heater �heat input� during
no-flow tests. In order to reduce the effect of natural convection,
the channel was filled with insulation material during such tests.
Maximum losses were estimated to be 26%.

Experimental Nusselt numbers were calculated by energy bal-
ance. Heat transferred to the air was obtained by
ple test plates
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Q = ṁCp�Toutlet − Tinlet�
he convective heat transfer and Nusselt number were calculated
sing

h =
Q

Atotal�Twall − Tair�

Nu =
hl

k

ith Twall and Tair being the average of the thermocouples mea-
urements and Atotal being the total �not the projected� area of the
est surface.

Uncertainty Analysis. Uncertainty estimates were determined
sing methods described by Kline and McClintock �27�. Uncer-
ainty in temperature measurements is �0.5 K, while power ap-
lied has a �0.83% uncertainty based on the resolution of the
ultimeters. The resulting heat transfer coefficient uncertainty is

ess than �6.8%.

Experimental Results. Experiments were performed for Rey-
olds numbers of 500 and 1000 and for a power input on the base
f the fin equal to 21 kW /m2, as in the numerical model. A sec-
nd set of experiments with a lower power input of 14 kW /m2

as also performed for comparison purposes.

Fig. 6 Thermocouple
Fig. 7 Schematic of the

ournal of Heat Transfer
Table 4 shows the power, average wall temperature, and heat
transfer coefficients for Re=500 and Re=1000, respectively.
Steady state was declared when all temperatures in the data ac-
quisition system remained within �0.1 K for a 30 min period.
Every test took approximately 8 h. The heat transfer coefficients
were calculated using the total area and not the projected flat area
of the plates; therefore any improvement in the heat transfer co-
efficient is additional to the increment in area �between 5% and
8%� due to the dimples.

For a Reynolds number equal to 500, Table 4 shows a definitive
heat transfer improvement in the Oval dimple-2 plate over the flat
plate. Enhancement of 10.4% and 11.4% were observed in the
Oval dimple-2 plate for the power levels of 14 kW /m2 and
21 kW /m2, respectively, while the circular dimple plate showed
2.4% and no change �0.1%� for the same power levels. These heat
transfer improvements follow the same trend observed in the nu-
merical simulation and presented in Table 3, where the Oval
dimple-2 surface showed a Nusselt number increase of 10.4%
over the flat plate. The numerical model predicted the increment
on the circular dimple plate to be 3.2%, slightly higher than the
experimental value of 2.4% for the power level of 14 kW /m2. The
coefficients obtained for the circular plate are inside the uncer-
tainty levels, and therefore cannot be regarded as conclusive.

cations in test plates
experimental setup
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Experimental results for Re=1000 suggest that, for laminar re-
ime, heat transfer on dimpled surfaces reduces as the Reynolds
umber increases. Heat transfer improvement on the oval-2 plate
educed from 10.4% �Re=500� to 1.9% �Re=1000� for the power
evel of 14 kW /m2, while the circular plate showed a consistent
eduction in heat transfer when compared to the flat wall. A pos-
ible explanation suggested by Ligrani et al. �11� for turbulent
ow over dimpled surfaces is that higher turbulence levels in-
rease diffusion and reduce the beneficial thermal effects of vortex
hedding and secondary flow from the dimples. Even though the
resent investigation is in laminar regime, we suspect that there is
n augmentation in the turbulence levels generated by the dimples
s the Reynolds number is increased. The numerical simulation
esults shown in Table 3 indicate that the Nusselt number im-
rovement should increase with the Reynolds number; however
his simulation was based on a laminar viscous model and cannot
apture any turbulence intensification effect, if present. The typi-
al flow structure over the dimples obtained numerically for Re
500 is shown in Fig. 8. The authors believe that a more exten-

ive experimental work with flow visualization is required to ex-
lain the physical phenomena behind the change of the heat trans-
er coefficient with the Reynolds number.

As a final remark on the experimental data, it can be seen in

able 4 Average convective heat transfer coefficient—
xperimental results, Re=500

odel
Power

�W /m2�
Average
Twall �K�

h
�W /m2 K�

Nu /Nuo
�h /hflat�

lat 14000 324.01 8.68 —
irculara 14000 322.14 8.89 1.024
vala 14000 320.77 9.58 1.104
lat 21000 336.97 9.01 —
ircular 21000 335.88 9.00 0.999
val 21000 332.50 10.04 1.114

Experimental results, Re=1000

odel
Power

�W /m2�
Average
Twall �K�

h
�W /m2 K�

Nu /Nuo
�h /hflat�

lat 14000 316.48 12.96 —
irculara 14000 315.47 12.50 0.965
vala 14000 314.64 13.21 1.019
lat 21000 327.15 12.68 —
ircular 21000 325.91 12.53 0.988
val 21000 323.60 13.54 1.068

Circular and Oval correspond to circular dimples and Oval dimple-2 vertical mod-
ls, respectively.
Fig. 8 Flow structure o

21702-8 / Vol. 131, FEBRUARY 2009
Table 4 that circular and oval-2 dimpled plates always showed a
reduction in the average temperature, with a maximum of 3.7 K
�after correction by the air inlet temperature� in the oval-2 dimple
plate at Re=500 and at a power level of 21 kW /m2. Even though
there were small variations in the measured inlet temperature for
every experiment �not shown�, the much bigger temperature re-
duction associated with the dimpled plates reinforced the idea that
there is an improvement on thermal performance using dimpled
walls in laminar channel flow.

Findings/Conclusions
Numerical and experimental work was performed to determine

the effect of dimpled surfaces on the convective heat transfer in
the channel flow under a laminar regime with the Reynolds num-
ber �based on the channel height� between 500 and 1000. This
study identified the best-performance dimple geometry and con-
ducted experiments to validate the numerical results. The follow-
ing findings/conclusions can be drawn from the work done:

• Dimple geometry affects heat transfer and friction coeffi-
cients:

• Circular dimples perform—thermally—better than flat
plates.

• Double and oval dimples with the long axis aligned per-
pendicularly to the flow direction offered better perfor-
mance than circular dimples. Thermal improvement and
friction losses increased as dimples were elongated.

• Oval dimples with their long axis aligned parallel to the
flow direction showed worse performance than circular
dimples �close to flat plates�. Thermal improvement and
friction losses decreased as dimples were elongated.

• Heat transfer coefficients were improved for dimpled sur-
faces; oval dimples, ranging from 11% �Re=500� to �4.5%
�Re=1000�, with the lower bound of this range being under
the uncertainty levels. Heat transfer coefficient for circular
dimples was entirely under the uncertainty levels, and was
therefore, inconclusive.

• Heat transfer improvement with dimples seems to be depen-
dent on the Reynolds number. Coefficients measured at Re
=500 were consistently higher than those at Re=1000.

• Average wall temperature of dimpled plates, after being cor-
rected by the inlet temperature, was always equal or lower
than the flat plate temperature. A maximum temperature re-
duction of 3.7 K was observed in the Oval dimple-2 vertical
configuration, showing the potential benefits of dimples in
laminar channel flow.
ver dimples, Re=500
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omenclature
C � internal flow friction factor

Co � internal flow friction factor, flat channel
Cp � specific heat at constant pressure �J/g K�
D � dimple print diameter �mm�
H � channel height �mm�
h � convective heat transfer coefficient �W /m2 K�
k � thermal conductivity �W/m K�
l � characteristic length �mm�

Nu � internal flow Nusselt number
Nuo � internal flow Nusselt number, flat channel

ṁ � mass flow �g/s�
Q � heat flow �W�

Re � Reynolds number based on channel height
S � dimple pitch �center to center distance, mm�
T � temperature �K�

Twall � average wall temperature �K�
� � dimple depth �mm�
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Air-Side Heat Transfer and
Friction Correlations for Flat-Tube
Louver-Fin Heat Exchangers
The objective of this study is to develop an accurate, reliable, and updated predictive
model for the air-side performance of flat-tube louver-fin heat exchangers. Using the
most comprehensive experimental database to date—consisting of 1030 heat-transfer and
1270 pressure-drop measurements, from nine independent laboratories for 126 sample
heat exchangers—j- and f-factor correlations are developed to predict the air-side per-
formance of heat exchangers. The database is analyzed, the form of the curve fits is
explored, and the predictive performance of the correlations is evaluated. The j- and
f-factor correlations predict the experimental data with rms errors of 11.5% and 16.1%,
respectively. Multiple regressions for a locally linearized data model were used to esti-
mate the confidence intervals and covariances of the regression constants. A comparison
to prior correlations shows the proposed correlations to provide more accurate predic-
tions and to span a much broader parameter space than prior work. Practical utility in
design and optimization, and unavoidable limitations in developing such correlations are
discussed. �DOI: 10.1115/1.3000609�

Keywords: louver-fin, flat-tube, heat exchanger, heat transfer, friction, correlation, con-
fidence interval
Introduction
Heat exchangers with flat tubes and louver fins are commonly

sed in air-cooling applications where compactness is desired,
uch as for automotive systems, and they are being more widely
dopted in systems where energy efficiency and material-cost con-
traints drive heat exchanger design, such as in residential and
ommercial air-conditioning and heat pumping systems. Among
he advantages of the flat-tube design over the round-tube design
re higher compactness and reduced material costs, reduced re-
rigerant charge, lower fan power, and improved suitability for
igh tube-side operating pressures. On the other hand, flat-tube
esigns generally have higher manufacturing costs and can be
ubject to more severe performance degradation by air-side sur-
ace fouling, condensate retention, and frost accumulation. For
eat-transfer surface design as well as for thermal-system design
nd optimization, in the context of such trade-offs, it is imperative
o have reliable performance estimation for flat-tube louvered-fin
eat exchangers.

A number of correlations for the thermal-hydraulic performance
f flat-tube louver-fin heat exchangers can be found in the open
iterature �1–9�. These correlations have been reported to accu-
ately predict the data upon which they are based, but most of
hem sometimes fail to provide acceptable predictions of data re-
orted by independent laboratories, even when the heat exchanger
esign and operating conditions are within the parameter space
panned by the correlation. Such shortcomings seriously under-
ine the utility of the correlations, but they are common when a

urve fit is developed from a limited database, especially when the
atabase is from a single laboratory. Recognizing this problem
nd the value of a generalized performance correlation, Chang and
ang �3� compiled an extensive experimental database with 91

eat exchanger samples from related works in the literature and

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received November 12, 2007; final manuscript
eceived September 15, 2008; published online December 11, 2008. Review con-

ucted by Sai C. Lau.

ournal of Heat Transfer Copyright © 20
proposed a correlation for Colburn j-factor. Later, using the same
database, Chang et al. �8� proposed a correlation for Fanning fric-
tion factor. These correlations are essentially Reynolds-number-
based power-law functions modified by dimensionless geometri-
cal parameters such as ratios of length parameters or louver angle.

The correlations of Chang and Wang �3� and Chang et al. �8�
are generally considered the most reliable available, and they are
recognized as providing reasonable predictions for a wide design
space. Unfortunately, emerging fin designs do not fall within the
parameter space of these earlier correlations, and their j and f
predictions are inadequate for some new designs. Furthermore, the
j-factor correlation of Chang and Wang �3� assumes a power-law
form with a monotonic dependence on Reynolds number and geo-
metric parameters, and this assumed form is not reflected by the
data over the entire design and operating space of these heat ex-
changers. For example, data for flat-tube louver-fin heat exchang-
ers clearly indicate the existence of a louver angle giving maxi-
mum heat transfer, but the monotonic form used by Chang and
Wang �3� cannot capture this behavior nor does any other existing
correlation. As another example, a low-Reynolds-number “flatten-
ing” of the j-factor was reported by Achaichia and Cowell �1�, and
while they provided a correlation to accommodate such a trend,
Chang and Wang �3� found that correlation to significantly over-
predict data by others. Chang and Wang �3� attributed the trends
reported by Achaichia and Cowell to their plate-fin-and-tube ge-
ometry. Finally, it is noteworthy that the f-factor correlation by
Chang et al. �8� uses of two separate equations, one for high Re
and one for low Re, and the two equations predict different
f-factors at moderate Reynolds numbers. Although this approach
is common, the discontinuity is problematic in large-scale system
optimization. Chang et al. �10� recently proposed a simple amend-
ment addressing this issue. However, the “smoothed” discontinu-
ity in the amended f-correlation can still manifest a reversed slope
in Reynolds number for certain geometries �e.g., Ref. �11� Source
4�. The amended correlation insignificantly affects the present
comparison �Table 5� for which the original correlation was used.

A typical flat-tube louver-fin heat exchanger has nine or more
design parameters relevant to the air-side performance, the indi-

vidual and combined effects of which are apparently nonlinear

FEBRUARY 2009, Vol. 131 / 021801-109 by ASME
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nd complex. Therefore, developing good air-side performance
orrelations requires not only large and diverse database but also
nsight into suitable functional forms for the j- and f-factor
urves. Selecting the form of the curves to have a physical basis is
referred, because such correlations are more amenable to ex-
rapolation. It is also important for good correlations to reflect

axima and minima if they exist and provide smooth
redictions—unless a performance discontinuity truly exists—
ecause such features make the correlations more useful in design
nd optimization. The correlations available in the open literature
eed to be improved by expanding the database used in correla-
ion development, including specific known parametric effects
uch as non-power-law or nonmonotonic trends and providing a
ontinuous prediction over the entire parameter space.

Recently, new data for the air-side performance of flat-tube
ouver-fin heat exchangers have been reported by Kim and Bullard
4�, Kim et al. �12�, Jacobi et al. �11�, and Dong et al. �9�. Because
hese measurements included emerging fin designs beyond the
xtant data, they were poorly predicted by existing correlations. In
he present work, an experimental database of Colburn j-and Fan-
ing friction factors was compiled from the literature, including
ost of the sources used in earlier work �3� and more recent data

4,11,12�. The experimental data by Dong et al. �9� were not in-
luded for two reasons: some important parameters �louver length,
umber of louver banks, and tube diameter� were not available,
nd an inconsistent effect of fin length seems to exist within their
eport. Using the expanded database, new correlations have been
eveloped to predict the air-side thermal-hydraulic performance of
at-tube louver-fin heat exchangers. The functional form of the
ew correlations was selected with a physical basis and captures
mportant parametric effects. The final form of correlation has
een obtained after further refinement through a statistical assess-
ent of the regression constants as explained later. The resulting

orrelations provide performance predictions more accurate than
rior work and span a wider design and operating space.

Database
Due to a paucity of experimental data for wet- or frosted-

urface conditions in the open literature, only the dry air-side sur-
ace conditions are considered in the present work; nevertheless,
here are many cases where dry-surface conditions prevail and
esign correlations are needed. It should be noted that the air-side
erformance of flat-tube louver-fin heat exchangers under wet
onditions can be significantly different from the performance un-
er dry conditions �11�. Also, data from numerical simulations are
ot included because most numerical solutions for the thermal-
ydraulic performance of full-scale heat exchanger inevitably pre-
ume simplifying assumptions that are not well validated. It is
ifficult to find numerical data that capture flow unsteadiness,
hree-dimensional effects, and the influence of end walls or unlou-
ered fin length. The experimental data sources include Refs.
1,3,2,11,4,12,7,5,13�. In reviewing the database, we elected not
o include a very small subset of data. In particular, Kim and
ullard �4� provided data for 21 heat exchangers, but measure-
ents for six heat exchangers �those with a flow depth of 16 mm�

re clearly inconsistent with their other data. The anomalous be-
avior of these measurements was noted but not explained by Kim
nd Bullard �4�; we decided to discard these data.2 We were un-
ble to include a small set of data because they could not be
xtracted from the original publication without ambiguity. When
he original numerical data were not available, the data were ex-
racted from the figures in the printed articles by scanning and
igital analysis using commercial computer software. Through re-
eated trials using independent software packages, we established
hat the digitized data extraction process was typically reproduc-

2We believe that these six sets of data are simply plotted with a scaling error in the
eynolds number; all the corresponding data appear to have a significant shift �27%�
n Reynolds number.

21801-2 / Vol. 131, FEBRUARY 2009
ible to within 1%.3 However, this process sometimes failed be-
cause of ambiguity in the plots, as noted in Table 1. Also as noted
in the table, a few data were not used because the specimen was
reported as damaged. For consistency, all performance data were
cast into the form of Colburn j- factors and Fanning friction fac-
tors, with Reynolds numbers based on louver pitch. This represen-
tation follows the most common form in the literature.

The definitions of Colburn j-factor and Fanning friction factor
are provided in Eqs. �1� and �2�, respectively. The entrance and
exit pressure-loss coefficients, Kc and Ke, were evaluated accord-
ing to Kays and London �14� with an assumption of highly inter-
rupted fin geometry �Figs. 5–3 to 5–5 in Ref. �14� when Re→��.
All entries in the database include these effects, except Sunden
and Svantesson �5�, who neglected entrance, exit, and acceleration
effects. From their data, we estimate that a 2–6% increase in their
reported f-factors would result from inclusion of such effects �for
Ac /A�0.023, ��0.8, Kc+Ke�0.15, and 0.06� f �0.2�; never-
theless, we did not attempt to make a correction to their data and
used their results as reported because there is a risk of generating
additional error in an attempt to correct the relatively minor in-
consistency.

j =
Nu

Re Pr1/3 �1�

f =
Ac�m

A�1
�2�1�P

Gc
2 − �Kc + 1 − �2� − 2��1

�2
− 1� + �1 − �2 − Ke�

�1

�2
�

�2�
In the database, all heat exchangers have a single-row of flat

tubes and serpentine louver fins, except for those tested by Achai-
chia and Cowell �1�. Their heat exchangers have louvered plate
fins and a one- or two-row flattened-tube construction. A geo-
metrical description of a typical flat-tube heat exchanger with ser-
pentine louver fins is provided in Fig. 1. Design parameters used
in the present correlations are louver pitch, fin pitch, fin length,
louver length, louver angle, flow depth, tube pitch, fin thickness,
and the number of louver banks. In order to avoid overfitting4 by
including too many factors and because sometimes insufficient
geometric detail was provided in the literature, other parameters
that may affect the heat exchanger performance such as redirec-
tion louver geometry were omitted.

The heat exchangers in the present database are listed in Table
1 along with the geometrical parameters that characterize them.
Inclusive ranges for the dimensional and dimensionless geometric
parameters and Reynolds number for the database are provided in
Table 2. It should be noted that satisfying the parametric ranges in
Table 2 is a necessary but not a sufficient condition for a heat
exchanger to be within the actual parameter space of the database.
An arbitrary combination of parameters within the ranges of Table
2 may be outside the actual parameter space of the database, i.e.,
applying the present correlations for such a heat exchanger is, in
fact, an extrapolation. However, there is generally a positive cor-
relation between the dimensional parameters characterizing heat
exchanger designs, and for this reason, it is particularly important
to check the dimensionless geometric parameters. A specimen that
falls within the dimensionless range of the database is more likely
to be within the actual parameter space of the database.

3 Correlations

3.1 Colburn j-factor correlation. The proposed j-factor cor-
relation is given by Eqs. �3a�–�3d�. Note that louver angle ��� in

3The digitizing uncertainty is based on a partial set of the data plotted with
reasonable image quality. The increase of overall data uncertainty due to this process
is insignificant.

4An empirically based model may yield an unreasonable fit if too many param-
eters are included when fitting from a limited database. Overfitted models typically

show poor validation with new data.
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Table 1 Geometrical description of heat exchangers in the database

ource Lp�mm� Fp�mm� Fl�mm� Ll�mm� ��deg� Fd�mm� Tp�mm� � f�mm� NLB

�11� 1 1.40 1.06 7.93 6.93 27 15.9 9.86 0.102 2
�11� 2 1.40 2.12 7.93 6.93 27 27.9 9.86 0.102 2
�11� 3 1.40 1.06 7.93 6.93 27 27.9 9.86 0.102 2
�11� 4 1.14 5.08 12.43 11.15 29 25.4 14.26 0.114 2
�11� 5 1.14 2.12 12.43 11.15 29 25.4 14.26 0.114 2
�11� 6 1.14 1.41 12.43 11.15 29 25.4 14.26 0.114 2
B �4� 1 1.7 1.4 8.15 6.4 15 20 10.15 0.1 2
B �4� 2 1.7 1.4 8.15 6.4 17 20 10.15 0.1 2
B �4� 3 1.7 1.4 8.15 6.4 19 20 10.15 0.1 2
B �4� 4 1.7 1.4 8.15 6.4 21 20 10.15 0.1 2
B �4� 5 1.7 1.4 8.15 6.4 23 20 10.15 0.1 2
B �4� 6 1.7 1.4 8.15 6.4 25 20 10.15 0.1 2
B �4� 7 1.7 1.4 8.15 6.4 27 20 10.15 0.1 2
B �4� 8 1.7 1.4 8.15 6.4 23 24 10.15 0.1 2
B �4� 9 1.7 1.4 8.15 6.4 25 24 10.15 0.1 2
B �4� 10 1.7 1.4 8.15 6.4 27 24 10.15 0.1 2
B �4� 11 1.7 1.4 8.15 6.4 29 24 10.15 0.1 2
B �4� 12 1.7 1 8.15 6.4 23 20 10.15 0.1 2
B �4� 13 1.7 1 8.15 6.4 23 24 10.15 0.1 2
B �4� 14 1.7 1.2 8.15 6.4 23 20 10.15 0.1 2
B �4� 15 1.7 1.2 8.15 6.4 23 24 10.15 0.1 2
�2� 1 3 1.55 12.7 9.5 8.4 40 14 0.075 2
�2� 2 3 1.55 12.7 9.5 10.4 40 14 0.075 2
�2� 3 3 1.6 12.7 9.5 16.7 40 14 0.075 2
�2� 4 2.25 1.55 12.7 9.5 13.4 40 14 0.075 2
�2� 5 2.25 1.56 12.7 9.5 16 40 14 0.075 2
�2� 6 2.25 1.56 12.7 9.5 19.2 40 14 0.075 2
�2� 7 1.8 1.55 12.7 9.5 18.8 40 14 0.075 2
�2� 8 1.8 1.59 12.7 9.5 20.8 40 14 0.075 2
�2� 9 1.8 1.58 12.7 9.5 27.8 40 14 0.075 2
�2� 10 1.5 1.53 12.7 9.5 19.6 40 14 0.075 2
�2� 11a 1.5 1.59 12.7 9.5 22.8 40 14 0.075 2
�2� 12a 1.5 1.6 12.7 9.5 35.9 40 14 0.075 2
�2� 13 1.8 1.63 12.7 9.5 14.2 40 14 0.075 2
�2� 14 3 1.56 12.7 9.5 11.2 40 14 0.075 2
�2� 15 2.25 1.68 12.7 11.7 24.1 40 14 0.075 2
�2� 16 2.25 1.65 12.7 11 21.4 40 14 0.075 2
�2� 17 2.25 1.65 12.7 10 21.4 40 14 0.075 2
�2� 18 2.25 1.63 12.7 9 21.4 40 14 0.075 2
�2� 19 2.25 1.6 12.7 8 20.3 40 14 0.075 2
�2� 20 3 1.54 7.8 7.1 13.9 40 9.18 0.075 2
�2� 21 2.25 1.53 7.8 7.1 13.8 40 9.17 0.075 2
�2� 22 1.8 1.54 7.8 7.1 20.4 40 9.18 0.075 2
�2� 23 1.5 1.55 7.8 7.1 26.1 40 9.19 0.075 2
�2� 24 2.25 1.49 7.8 7.1 9.52 40 9.14 0.075 2
�2� 25 2.25 1.51 7.8 7.1 16.5 40 9.16 0.075 2
�2� 26 2.25 1.51 7.8 7.1 17.7 40 9.16 0.075 2
�2� 27 2.25 1.23 7.8 7.1 16 40 8.93 0.075 2
�2� 28 2.25 1.01 7.8 7.1 13.9 40 8.74 0.075 2
�2� 29 2.25 1.54 7.8 7.1 14.2 40 9.18 0.075 2
�2� 30 2.25 1.51 7.8 6.5 16.6 40 9.16 0.075 2
�2� 31 2.25 1.54 7.8 6 17.6 40 9.18 0.075 2
�2� 32 2.25 1.5 7.8 5 14.4 40 9.15 0.075 2

W �6� 1 1.32 1.8 16 12.44 28 22 21 0.16 2
W �6� 2 1.32 2 16 12.44 28 22 21 0.16 2
W �6� 3 1.32 2.2 16 12.44 28 22 21 0.16 2
W �6� 4 1.42 1.8 19 17.18 28 22 24 0.16 2
W �6� 5b 1.42 2 19 17.18 28 22 24 0.16 2
W �6� 6b 1.42 2.2 19 17.18 28 22 24 0.16 2
W �6� 7 1.48 1.8 16 12.78 28 26 21 0.16 2
W �6� 8b 1.48 2 16 12.78 28 26 21 0.16 2
W �6� 9 1.48 2.2 16 12.78 28 26 21 0.16 2
W �6� 10 1.53 1.8 19 16.07 28 26 24 0.16 2
W �6� 11 1.53 2 19 16.07 28 26 24 0.16 2
W �6� 12 1.53 2.2 19 16.07 28 26 24 0.16 2
W �6� 13 1.69 1.8 16 12.15 28 32 21 0.16 2
W �6� 14 1.69 2 16 12.15 28 32 21 0.16 2
W �6� 15 1.69 2.2 16 12.15 28 32 21 0.16 2
W �6� 16 1.55 1.8 19 16.17 28 32 24 0.16 4
W �6� 17 1.55 2 19 16.17 28 32 24 0.16 4
W �6� 18 1.55 2.2 19 16.17 28 32 24 0.16 4
W �6� 19 1.86 1.8 19 15.25 28 38 24 0.16 4
ournal of Heat Transfer FEBRUARY 2009, Vol. 131 / 021801-3
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q. �3a� should be in radians. All numeric constants in the present
j- and f-factor correlations are dimensionless and determined such
hat the rms relative residual of the entire database, defined by Eq.
4�, is minimized—a least-squares method. The regression con-
tants and their confidence intervals are given in Table 3. The
valuation of confidence intervals and their implications are dis-
ussed later.

jcor = C1jRejlowjlouver�
C2NLB

C3� Fl

Lp
�C4�Fd

Fp
�C5�Ll

Fl
�C6� Fl

Tp
�C7

	�1 −
� f

Lp
�C8�Lp

Fp
�C9

�3a�

jRe = ReL
�C10+C11 cosh�FP/LP−1�� �3b�

Table 1

ource Lp�mm� Fp�mm� Fl�mm� Ll�m

W �6� 20 1.86 2 19 15.2
W �6� 21 1.86 2.2 19 15.2
W �6� 22 1.59 1.8 16 13.1
W �6� 23 1.59 2 16 13.1
W �6� 24 1.59 2.2 16 13.1
W �6� 25b 1.53 1.8 19 16.8
W �6� 26 1.53 2 19 16.8
W �6� 27 1.53 2.2 19 16.8
C �1� 1 1.4 2.02 9 8.5
C �1� 2 1.4 3.25 9 8.5
C �1� 3 1.4 1.65 9 8.5
C �1� 4 1.4 2.09 9 8.5
C �1� 5 1.4 2.03 9 8.5
C �1� 6 1.4 2.15 9 8.5
C �1� 7 1.4 1.7 9 8.5
C �1� 8 0.81 2.11 9 8.5
C �1� 9 0.81 1.72 9 8.5
C �1� 10c 0.81 3.33 9 8.5
C �1� 11 1.1 2.18 9 8.5
C �1� 12 0.81 2.16 9 8.5
C �1� 13 1.1 2.16 6 5.5
C �1� 14 1.1 2.17 12 11.5
C �1� 15 1.1 2.17 6 5.5
J �13� 1 1.40 2.12 18.92 16.2
J �13� 2 1.40 1.69 18.92 16.2
J �13� 3 1.40 1.41 18.92 16.2
J �13� 4 1.02 2.12 8.64 7.0
J �13� 5 1.02 1.69 8.64 7.0
J �13� 6 1.02 1.41 8.64 7.0
�7� 0.85 0.51 2.84 2.1

S �5� 1 1.4 1.5 12.5 10.2
S �5� 2 1.4 2 12.4 10.3
S �5� 3 1.3 2 12.4 10
S �5� 4 1.2 1.8 8.6 6.8
S �5� 5 1.1 1.8 9.6 6.8
S �5� 6 0.5 1.9 8 5
YL �12� 1 2.9 2.82 16.5 12.5
YL �12� 2 2.9 2.42 16.5 12.5
YL �12� 3 2.9 2.03 16.5 12.5
YL �12� 4 2.9 2.82 16.5 12.5
YL �12� 5 2.9 2.42 16.5 12.5
YL �12� 6 2.9 2.03 16.5 12.5
YL �12� 7 2.9 2.82 16.5 12.5
YL �12� 8 2.9 2.42 16.5 12.5
YL �12� 9 2.9 2.03 16.5 12.5
YL �12� 10 2.9 2.82 16.5 12.5
YL �12� 11 2.9 2.42 16.5 12.5
YL �12� 12 2.9 2.03 16.5 12.5

Not included in the f-factor database for fin damage.
Not included in the j-factor database for ambiguous original plot.
Not included in the j-factor database for distinct behavior.
Used half tube pitch because of two fin stocks and a splitter plate between tubes.
Tube minor diameter assumed to be 1.5 mm.
p

21801-4 / Vol. 131, FEBRUARY 2009
jlow = 1 − sin�Lp

Fp
· ���cosh�C12ReLp

− C13
Fd

NLBFp
��−1

�3c�

jlouver = 1 − C14 tan���� Fd

NLBFp
�cos�2
� Fp

Lp tan���
− 1.8��

�3d�

Minimizing

�rmsrel� = � 1

N 	� jcor

j
− 1�2�1/2

,

ntinued.…

��deg� Fd�mm� Tp�mm� � f�mm� NLB

28 38 24 0.16 4
28 38 24 0.16 4
28 44 21 0.16 2
28 44 21 0.16 2
28 44 21 0.16 2
28 44 24 0.16 4
28 44 24 0.16 4
28 44 24 0.16 4
25.5 41.6 11 0.05 2
25.5 41.6 11 0.05 2
25.5 41.6 11 0.05 2
21.5 41.6 11 0.05 2
28.5 41.6 11 0.05 2
25.5 20.8 11 0.05 1
25.5 20.8 11 0.05 1
29 41.6 11 0.05 2
29 41.6 11 0.05 2
29 41.6 11 0.05 2
30 41.6 11 0.05 2
20 41.6 11 0.05 2
28 41.6 8 0.05 2
22 41.6 14 0.05 2
22 41.6 8 0.05 2
30 25.4 22.99 0.158 2
30 25.4 22.99 0.158 2
30 25.4 22.99 0.158 2
30 25.4 10.75d 0.158 2
30 25.4 10.75d 0.158 2
30 25.4 10.75d 0.158 2
25 15.6 3.76d 0.025 2
22 57.4 14e 0.06 3
18.5 57.4 13.9e 0.06 2
24.5 37 13.9e 0.06 2
24 37 10.1e 0.04 2
25.5 50 11.1e 0.06 2
28.5 47.8 9.5e 0.04 4
20 44 21.2 0.15 2
20 44 21.2 0.15 2
20 44 21.2 0.15 2
25 44 21.2 0.15 2
25 44 21.2 0.15 2
25 44 21.2 0.15 2
30 44 21.2 0.15 2
30 44 21.2 0.15 2
30 44 21.2 0.15 2
35 44 21.2 0.15 2
35 44 21.2 0.15 2
35 44 21.2 0.15 2
„Co

m�

5
5
8
8
8
4
4
4

5
5
5
99
99
99
3

N = total number of data points �4�
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The functional form of the fit is designed to reflect individual
nd combined parametric effects found in the experimental data.
or example, the basic power-law form and the low-Reynolds-
umber flattening of the j-factor are included in Eqs. �3b� and
3c�, respectively. The power-law-like behavior of j with Re and
he flattening effect are consistent with boundary-layer restarting
nd louver-to duct-directed transitions. The louver geometry ef-
ects, embodied in Eq. �3d�, are included through a modification
o the optimal-louver-design criterion �see Eq. �5�� suggested by

ig. 1 Schematic of a flat-tube louver-fin heat exchanger: „a…
lose-up frontal view; „b… cross-sectional view of louver fin

Table 2 Inclusive range of experimental pa

Dimensional ge
Lp �mm� Fp �mm� Fl �mm� Ll �mm�

From 0.5 0.51 2.84 2.13
To 3 5.08 20 18.5

Nondimensio
Fp /Lp Fl /Lp Ll /Fl � �deg�

From 0.45 2.6 0.63 8.4
To 4.44 16 0.96 35.9

Table 3 Regression constants and 95% c

Colburn j-factor

Constant Confidence interval

C1 0.872 �0.151
C2 0.219 �0.038
C3 −0.0881 �0.0435
C4 0.149 �0.044
C5 −0.259 �0.038
C6 0.540 �0.090
C7 −0.902 �0.186
C8 2.62 �0.43
C9 0.301 �0.037
C10 −0.458 �0.010
C11 −0.00874 �0.00144
C12 0.0490 �0.0237
C13 0.142 �0.126
C14 −0.0065 �0.0023
ournal of Heat Transfer
Suga and Aoki �15�. Equation �5� assumes that the air flow direc-
tion is aligned with the louvers �thus, the so-called flow efficiency
is unity� and allows the possibility of multiple local optima in
louver angle for any given fin-louver-pitch ratio. This behavior is
consistent with the experimental data by Kim and Bullard �4�.

�Fp

Lp
�

opt
=

2m + 1

2
tan �, m = 1,2, . . . �5�

The present j-factor correlation predicts the entire database of
1030 data points with a rms residual of 11.5% �see Table 4�. In
Fig. 2, j-factors predicted by the correlation are compared with
the experimental data from individual sources. Data from Webb
and Jung �13�, Rugh et al. �7�, and Davenport �2� are relatively
well correlated, yielding rms errors of 7.9%, 4.9%, and 8.3%,
respectively. However, the errors are larger in predicting the data
from Kim and Bullard �4�, Achaichia and Cowell �1�, and Sunden
and Svantesson �5�, with rms deviations of 14.6%, 16.3%, and
16.1%, respectively �see Table 4�. The veracity of an individual
data source should not be evaluated by comparing that data set to
the correlation, because large data sets are obviously favored by
the regression �see Appendix A for further discussion�.

Figures 2 and 3 also contain the distribution of errors including
the maximum values in the present database by the proposed cor-
relations and show the trends of error associated with the range of
Reynolds number. The figures also illustrate that fewer geometri-
cal varieties are represented for Reynolds numbers below 100 or
above 800, as explained earlier regarding the use of inclusive
ranges of parameters.

3.2 Friction Factor Correlation. An f-factor correlation for
the database described in Table 1 is given in Eqs. �6a� and �6b�.
Note that louver angle in Eq. �6a� should be in radians. The first
part of the correlation attempts to capture the experimental data
with a slight flattening tendency at high-Reynolds numbers. This

eters for heat exchangers in the database

tric parameters
� �deg� Fd �mm� Tp �mm� � f �mm� NLB

8.4 15.6 3.76 0.0254 1
35.9 57.4 25 0.16 4

parameters
Fd /Fp Tp /Fl � f /Lp NLB ReLp,j

5 1.12 0.025 1 27
40 1.37 0.155 4 4132

fidence intervals by linear approximation

Fanning f-factor

Constant Confidence interval

D1 3.69 �0.97
D2 −0.256 �0.050
D3 0.904 �0.055
D4 0.200 �0.038
D5 0.733 �0.047
D6 0.648 �0.100
D7 −0.647 �0.060
D8 0.799 �0.062
D9 −0.845 �0.036
D10 0.00130 �0.00023
D11 1.26 �0.40
ram

ome
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ransition may be related to the tendency toward fully turbulent
ehavior of the friction factor at very high-Reynolds numbers.
he regression constants and the confidence intervals are given in
able 3.

fcor = D1fReNLB
D2�Fp

Lp
�D3

sin�� + D4��1 −
Fl

Tp
�D5

	�Ll

Fl
�D6� � f

Lp
�D7� Fl

Fp
�D8

�6a�

fRe = �ReLp
·

Fp

Lp
�D9

+ D10 ReLp

�D11��f/Fp�� �6b�

The f-factor correlation predicts the entire database of 1270
ata points with an rms residual of 16.1% �see Table 5�. Experi-
ental data from individual sources are compared with the

f-factors predicted by the correlation in Fig. 3. In contrast to the
j-factor correlation, there are larger scatters and biases. For ex-
mple, data by Rugh et al. �7� and those by Kim et al. �12� have
7.3% and −20.1% mean residuals, respectively �see Table 5�.

Comparison and Discussion
A typical validation of an empirical model requires comparing

ith an independent set of data. In this study, however, it is im-
ossible to spare separate data for validation without a substantial
oss of generality of the correlations. As discussed earlier, the
erformance modeling of flat-tube louver-fin heat exchangers in-
olves a high dimensionality and demands a large database. Con-
equently, an independent validation of empirical correlations for
uch complex heat exchangers is rarely found in the literature. For
his reason, any experimental data found in the open literature
ave been compiled into the database for fitting correlations.

Using the compiled database, the new j- and f-factor correla-
ions are compared with other correlations for flat-tube louver-fin
eat exchangers in Tables 4 and 5. We included comparisons to
he correlations by Chang and Wang �3� and Chang et al. �8� as
hey are generally considered the current state of the art, and they
re based on a large data set; we included comparisons to the

Table 4 Evaluation of the predictive pe

Over the e
Entire database
predicted within Present work �%�

�25% 95.8
�20% 92.6
�15% 83.2
�10% 64.8
�5% 34.4

Within indiv

Source No. points contributed

Present work

rmsa �%� Mean �%

Jacobi et al. �11�-36 11.7 −1.6
Kim and Bullard �4�-75 14.6 −2.9
Davenport �2�-311 8.3 −1.6
Chang and Wang �6�-172 9.2 1.5
Achaichia and Cowell �1�-126 16.3 −2.3
Webb and Jung �13�-35 7.9 −0.9
Rugh et al. �7�-16 4.7 2.5
Sunden and Svantesson �5�-87 16.1 0.7
Kim et al. �12�-172 10.8 −3.8
Entire data-1030 11.5 −1.3

aRoot-mean-squared relative residual �rms=
	�jcor / j−1�2 /	
orrelations by Kim and Bullard �5� because they are one of the

21801-6 / Vol. 131, FEBRUARY 2009
most recent correlations in the literature, and they are based on a
relatively small more specialized data set. The j-factor compari-
sons in Table 4 are made in two ways. First, the percentage of the
entire database predicted within prescribed rms tolerances is pro-
vided for each correlation. This comparison allows a detailed as-
sessment of how well each correlation performs in predicting all
the data. It is clear from this comparison that the new correlation
provides the best predictive performance when the overall data-
base is considered. It should be pointed out that such a compari-
son obviously necessitates extrapolation of earlier work, and such
extrapolation is patently dubious for correlations based on small
data sets. Nevertheless, such a comparison is valuable in assessing
the generality of the new correlation. The second comparison in
Table 4 provides an assessment of predictive performance for each
correlation within a particular subset of the database �and on the
entire database�. The table provides rms and mean errors for each
correlation in each data set, as well as for the composite database.
The new j-factor correlation predicts the entire database with a
rms residual of 11.5%, whereas the correlations by Chang and
Wang �3� and Kim and Bullard �4� both yield 16.2%. The new
correlation performs better than the others in a majority of the
data sets, and when another correlation gives better predictions for
a particular data set it is a “close call.” In several cases, the new
correlation predicts a data set well when other correlations fail
badly. It should be noted that although the new correlation per-
forms better than the correlation of Kim and Bullard �5� with the
subset of their data used in this work, the correlation of Kim and
Bullard was based on more heat exchangers �a total of 45
samples� including the data we elected to reject, as discussed ear-
lier. Overall, the proposed j-factor correlation provides a better
accuracy and generality than the other correlations.

The f-factor correlation of the present work is compared with
that of Kim and Bullard �4� and Chang et al. �8� in Table 5, in the
same format adopted in Table 4. However, in addition to consid-
ering the original f-factor correlation of Chang et al. �8�, which
uses separate curves for two Reynolds-number ranges, the
high-Re curve �Re�150� is included for comparison separately.
This comparison is provided to evaluate the predictive perfor-

rmance of Colburn j-factor correlations

e database

hang and Wang �3� �%� Kim and Bullard �4� �%�

93.5 94.2
84.3 85.4
74.0 75.1
55.2 58.2
27.8 29.1

al data sets
Chang and Wang �3� Kim and Bullard �4�

rms �%� Mean �%� rms �%� Mean �%�

51.7 25.9 48.9 23.2
16.4 −5.7 17.0 −7.6
7.6 0.4 7.8 −2.2
8.7 1.0 8.5 −1.3

20.4 −6.7 20.9 −8.9
13.2 8.7 11.3 6.1

4.0 −2.4 4.9 −3.7
14.8 5.4 13.7 3.0
16.4 −12.3 17.8 −14.0
16.2 −1.4 16.2 −3.6

00%�.
rfo

ntir

C

idu

�

1	1
mance of a single smooth curve �because such a curve surmounts
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he difficulties associated with discontinuous curves discussed ear-
ier�. The correlation of Kim and Bullard �4� only predicts about
8% of the data to within �25% relative error, and a comparison
f the Kim and Bullard correlation to individual data sets is not
rovided; instead, the high-Reynolds-number correlation of
hang et al. �8� is compared with the individual data sets. Again,
ith extrapolation of the earlier work in mind, the new correlation
rovides the best prediction for the complete database: it predicts
ll data with a rms error of 16.1%, whereas Chang et al. �8� and
im and Bullard �4� have rms errors of 18.1% and 92.3%, respec-

ively. Table 5 also shows that predicting the friction factor is
ore challenging in general. For the data provided by Rugh et al.

7�, the new correlation produces rms errors of 37%; the correla-
ion of Chang et al. �8� produces errors of 37% with the data
rovided by Kim et al. �12�. Although f-factor predictions are
ore challenging, if a correlation that provides continuous predic-

ions over the broadest possible parameter space with the smallest

Fig. 2 Comparison of the present j-factor correlation and th
†4‡, D, Davenport †2‡; CW, Chang and Wang †6‡; AC, Achaich
SS, Sunden and Svantesson †5‡; KYL, Kim et al. †12‡…
ms error is desired, the new correlation should be adopted.

ournal of Heat Transfer
The large rms errors associated with the correlation of Kim and
Bullard �4� can be explained by their data, which are significantly
underpredicted by other correlations in Table 5. The purpose of
their work was not to provide a general correlation covering a
large design space but rather to provide performance data for an
emerging design. Their correlation reflects an unexpectedly strong
dependence on air flow depth, which may be a result of overfit-
ting. The rms residual of the entire database shows a negligible
improvement when the flow depth is included in the new correla-
tion, indicating that the f- factor is nearly independent of flow
depth. The correlation of Kim and Bullard �5� correlates their data
very well �7% rms�; it only fails when applied to other data sets.
Correlations developed from limited data sets are inherently lim-
ited. Chang and Wang �3� identified other correlations with similar
limitations. Biases in slope can occur if the database has a narrow
Reynolds-number range. Figures 2 and 3 show that individual data
sources cover partial ranges of Reynolds number. Furthermore,

xperimental data „J, Jacobi et al. †11‡; KB, Kim and Bullard
and Cowell †1‡; WJ, Webb and Jung †13‡; R, Rugh et al. †7‡;
e e
ia
deviations from the base function �i.e., power-law trend� are ob-
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erved more clearly from the combined database with a wide
ange of Reynolds number. In general, a small parameter span
esults in a poor representation of the parametric effect by the
atabase. Therefore, correlations based on a limited database,
ven with fairly accurate data, are susceptible to biases and over-
tting, and may not easily identify the efficient form of fit.
During the development of the present correlations, additional

tatistical assessment of the goodness of fit was made to identify
n effective functional form and to reduce the risk of overfitting.
pecifically, the confidence intervals of regression constants and

heir covariances were estimated from an approximated linear
ultiple regression model. For the details of local linearization,

ee Appendix B. In Table 3, the confidence intervals of the regres-
ion constants are presented. It can be noted that the confidence
ntervals of regression constants are generally much smaller than
he regression constants. Errors associated with regression con-
tants are inevitable due to the uncertainties of empirical data and
he imperfect data model. Regarding empirical correlations, re-
earchers often conclude a strong parametric dependence if the

Fig. 3 Comparison of the present f-fac
orresponding regression constant is large in magnitude. How-

21801-8 / Vol. 131, FEBRUARY 2009
ever, a more appropriate inference should be made based on the
comparison of regression constants with their confidence inter-
vals. Covariances of regression constants can be used too as an
indication of redundancy in the form of fit. In the present analysis,
large correlation coefficients �normalized covariances� were typi-
cally observed when the data model resulted in a significant over-
fitting of the database. The present correlations were obtained by
repeated revision of the functional forms from the examination of
confidence intervals and the covariances. Among the correlations
in the literature �1–9�, such an estimation of the regression con-
stants is rare. Sunden and Svantesson �5� provided confidence
intervals for the constants in their correlations, which are intrinsi-
cally linear data models. Because their correlations contained four
geometrical parameters to fit a database from six geometrical vari-
ants, an overfitting may easily occur, as reflected in some of the
large confidence intervals in their report. Despite the limited va-
lidity of the present linear approximation of nonlinear model, such
statistical assessment is essential for the development a general
correlation suitable for prediction of new data and parametric

correlation and the experimental data
tor
study with system modeling.
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In comparison to other aforementioned works in the literature,
he proposed correlations are expected to yield an improved inter-
olation due to the largest experimental database and parameter
pace, and a more reliable extrapolation from the incorporated
hysical effects and the smooth continuous functional form. Nev-
rtheless, although less likely than other correlations, the present
orrelations are ultimately subject to the same limitation of the
arameter space corresponding to the database. Also, they are af-
ected by other challenges common for all empirical correlations.

An empirical correlation with a well-spanned database and a
ood functional form is not guaranteed to have small rms residu-
ls if the heat exchanger performance data have unidentified er-
ors. The reported uncertainties in j and f are typically less than
5% in the technical literature. However, the experimental data
ften reflect scatter of much greater magnitudes. For example,
ig. 4 shows an unexplained discrepancy between two heat ex-
hangers with very similar geometry in the present database.

hile the j-factors are nearly the same for both heat exchangers,
he f-factors have a difference as large as 50%. Practically, but
nfortunately, experimental data for the performance of a heat
xchanger can contain errors from a number of sources, including
istakes or inconsistencies in experimental procedure or data re-

uction, inaccurate geometrical data, and manufacturing defects.
he energy balance between the working fluids, which is conven-

ionally used as a measure of fidelity of the raw data, can obfus-
ate systematic errors through canceling effects. Systematic errors
sually manifest as conflicts in a large composite database from
ndependent sources. However, it is difficult to make a fair assess-

ent of the veracity of data sources by comparing them against
he overall behavior of the composite database. In Appendix A,
ow the size of an individual data set weighs data regression is
iscussed, and it is shown that a small set of data can exhibit
agnified rms deviations from a regression to a composite data

et, even when the larger contributing data sets have systematic
rrors of equal magnitude. In a multiple regression with complex
arametric effects, it is difficult to distinguish systematic errors of
ndividual sources from an inefficient or badly posed functional

Table 5 Evaluation of the predictiv

Over the e
Entire database
predicted within Present work �%�

�25% 88.0
�20% 80.6
�15% 65.9
�10% 48.3
�5% 26.4

Within indiv

Source No. points contributed

Present work

rmsb �%� Mean �%

Jacobi et al. �11�-33 16.8 −7.5
Kim and Bullard �4�-75 15.8 −13.3
Davenport �2�-496 10.1 1.9
Chang and Wang �6�-227 17.8 3.5
Achaichia and Cowell �1�-135 18.2 −4.5
Webb and Jung �13�-36 17.0 −2.9
Rugh et al. �7�-19 38.5 37.3
Sunden and Svantesson �5�-76 12.5 −2.7
Kim et al. �12�-173 21.8 −20.1
Entire database-1270 16.1 −2.4

aEntries based on high-Reynolds-number correlation �ReLp�
bRoot-mean-squared relative residual �rms=
	�fcor / f −1�2 /	
orm for the curve fit.

ournal of Heat Transfer
Overcoming the practical constraints in data modeling de-
scribed above requires a more rigorous standard in heat exchanger
testing and data analysis. The first step toward this goal is an
accurate evaluation of the experimental uncertainty. The uncer-
tainties of Colburn j-factor and f-factor data by individual sources
are shown in Table 6. Note that some sources report only one
value for the uncertainty while others provide none. This lack of

erformance of f-factor correlations

e database

Chang et al. �8� �%� Kim and Bullard �4� �%�

83.8 �80.6�a 28.1
78.2 �73.5� 24.2
67.4 �63.2� 18.6
51.7 �49.0� 13.0
28.3 �27.4� 7.5

al data sets
Chang et al. �8� Chang et al. �8�a

rms �%� Mean �%� rms �%� Mean �%�

18.9 −10.2 25.6 0.3
19.8 −16.7 23.2 −21.5
9.5 −4.8 8.9 −4.2
13.3 −3.0 14.0 −1.4
12.3 0.6 19.0 −2.2
15.2 −1.3 13.7 −0.3
14.0 −0.8 6.9 −6.9
16.9 1.4 15.6 2.6
37.0 −34.7 38.6 −37.7
18.1 −8.3 19.4 −8.5

from Chang et al. �8�.

100%�.

Fig. 4 Comparison of two similar heat exchangers „Chang and
Wang †6‡ Source 10 and Webb and Jung †13‡ Source 2…. The
uncertainty of f-factor by Chang and Wang was 2–7% and un-
known for data by Webb and Jung—it is unlikely that the dis-
crepancy of f-factor is solely due to the experimental
e p

ntir

idu

�

150�

1	
uncertainty.

FEBRUARY 2009, Vol. 131 / 021801-9



i
r
r
d
r
t

i
o
n
o
e
t
f
a
t

5

f
d
r
l
p
t
w
h
n
t
u
c
t
i
i
r
i
o
t
d
e
m
o

A

E
I
m
t
H
a

0

nformation in Table 6 prohibits the use of data uncertainty in the
egression analysis �say, by �2 statistics�. If more general and
eliable correlations are to be sought, the development of these
ata models will almost certainly require smaller and carefully
eported experimental uncertainties and a maximum-likelihood es-
imator that accounts for individual measurement uncertainties.

Finally, the present comparison may have limitation in compar-
ng the effectiveness of functional forms of correlations because
f differences in databases. For example, when compared with the
ew data �4,11,12� that are outside the parameter space of previ-
us correlations, the proposed j- and f-factor correlations appar-
ntly yield better predictions, as shown in Tables 4 and 5. Al-
hough a minor upgrade can be attained by adjusting the same
orm of fit, the overall superiority of the new correlations was
chieved by fundamental improvements that ensure their effec-
iveness in capturing the parametric trends.

Summary and Conclusion
New correlations for the Colburn j-factor and Fanning friction

actor have been developed from a comprehensive experimental
atabase for flat-tube louver-fin heat exchangers. The database
epresents the largest size and applicable parametric ranges in the
iterature. Also, the new correlations were formulated to reflect
arametric effects that were not well captured by other correla-
ions, and they provide improved predictive performance along
ith broader generality. While the proposed j-factor correlation
as a significant advantage in accuracy over prior correlations, the
ew f-factor correlation improves accuracy over existing correla-
ions to a lesser extent. However, the proposed f-factor correlation
ses a smooth continuous functional form, as opposed to the dis-
ontinuous form of the best prior correlation, and therefore a con-
inuous representation of the data can be obtained with advantages
n design and optimization. Furthermore, based on a local linear-
zation of the data model, important statistical assessment of the
egression constants was conducted in terms of the confidence
ntervals and covariances. These measures were used to select an
ptimal form of fit and to substantiate the relative importance of
he empirical parameters. A further examination of the present
ata modeling application indicates that the complexity of the heat
xchanger design space and insufficient reporting of the experi-
ental uncertainty pose significant challenges to the development

f generalized heat exchanger performance predictions.
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Table 6 Uncertainties in Colburn

Data source

Colburn j-fa

High Re Low

Jacobi et al. �11� 2.6 14.
Kim and Bullard �4� - -
Davenport �2� - -
Chang and Wang �6� 5.3 9.
Achaichia and Cowell �1� 3.5 6.
Webb and Jung �13� - -
Rugh et al. �7� 5.8 10.
Sunden and Svantesson �5� - -
Kim et al. �12� 2.5 4.

aUncertainty of heat-transfer coefficient �h� or pressure drop
bAssumed to be mean uncertainty.
nd Jim Bogart.
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Nomenclature
A  total air-side heat-transfer surface area

Ac  minimum cross-sectional area for air flow
Afront  frontal area of the heat exchanger

f  Fanning friction factor �see Eq. �2��
fcor  Fanning friction factor correlation �see Eqs.

�6a� and �6b��
fhigh  exponent of correlation factor for high-

Reynolds number
fRe  correlation factor for Reynolds number
Fd  air-side flow depth, or fin width
Fl  fin length
Fp  fin pitch
Gc  air mass flux at minimum cross-sectional area

h  air-side heat-transfer coefficient
j  Colburn j factor �see Eq. �1��

jcor  Colburn j-factor correlation �see Eqs.
�3a�–�3d��

jlouver  correlation factor for louver geometry effect
jlow  correlation factor for low-Reynolds-number

effect
jRe  correlation factor for Reynolds-number effect
Kc  entrance pressure-loss coefficient �14�
Ke  exit pressure-loss coefficient �14�
Ll  louver length
Lp  louver pitch

NLB  number of louver banks
Nu  Nusselt number
�P  air-side pressure drop across heat exchanger
Pr  Prandtl number
Re  Reynolds number

ReLp  Reynolds number based on louver pitch
Tp  tube pitch

Greek Symbols
�  louver angle, rad in Eqs. �3a� and �6a�
� f  fin thickness
�  air density
�  area contraction ratio, �=Ac /Afront

Subscripts
1  inlet
2  outlet

m  mean
opt  optimal

Appendix A: Analysis of Database Size Effect
A composite database comprised of several subsets of heat ex-

changer performance data may not be well correlated, even if
individual groups of data are well correlated. This failure is due to

nd f-factor data per original report

�%� f-factor �%�

Mean High Re Low Re Mean

5.4 4.0 10.1 4.4
12a,b - - 10a,b

- - - -
- 6.6 1.2 -
- 5 15 -
- - - -
- 7.9 13.6 -

15b - - 6b

- 3.8 5.3 -

�.
j- a

ctor

Re

3

2
5

3

2

��P
unknown systematic errors, which are not easily detected within
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ndividual databases. However, when these self-consistent data-
ases are combined, the systematic errors manifest and it becomes
ifficult to reconcile discrepancies between data from different
ources. In this section, a weightlike impact of the number of data
oints is shown through a simple data modeling example with
east-squares regression in the presence of unidentified systematic
rrors in the database.

Consider a composite database consisting of M subsets of data.
he number of data points in the ith group is ni. The jth data point

n the ith group is �yij ,Reij�. The total number of data points, N, in
he composite database is

N = 	
i=1

M

ni �A1�

nd for simplicity and relevance the functional form for modeling
he data is selected as

y = aReb �A2�
In order to simplify the problem, random error is neglected, and

ach group is assumed to be self-consistent, i.e., data within a
roup can be perfectly fitted by a data model; thus,

	
j=1

ni

�aiReij
bi − xij�2 = 0, i = 1, . . . ,M �A3�

In order to model the entire database, constants a and b are
etermined such that the rms relative error or, equivalently,
�a ,b� is minimized:

�rmsrel� = � 1

N	
i=1

M

	
j=1

ni �aReij
b − xij

xij
�2�1/2

�A4a�

N�rmsrel�2 = 	
i=1

M

	
j=1

ni � a

ai
Reij

b−bi − 1�2

= F�a,b� �A4b�

Systematic errors are assumed to be present in the individual
ata sets and are reflected in ai and bi of the data sources. These
ystematic errors affect the optimal values of a and b. In order to
xamine a simple case, assume all data sources share the same
alue of bi; thus, bi=b. �Imagine the j-factor data from every
ource to reflect the same behavior with Re, but each has a sys-
ematic bias, a shift up or down.� In this simplified case,

N�rmsrel�2 = F�a� = 	
i=1

M

	
j=1

ni � a

ai
− 1�2

= 	
i=1

M

ni� a

ai
− 1�2

�A5�

hen F�a� is minimized,

dF

da
= 0 �A6�

hich yields the following:

1

a
= 	

i=1

M
ni

ai
2�	

i=1

M
ni

ai
�A7�

f the systematic errors are relatively small, i.e., �ai /a−1�� �1,

ni

ai
=

ni

a�1 + �ai/a − 1��


ni

a
. �A8�

hen, Eq. �A7� can be approximated as

1

a
 	

i=1

M �ni

a

1

ai
��	

i=1

M
ni

a
= 	

i=1

M �ni

ai
��	

i=1

M

ni =
1

N	
i=1

M �ni

ai
�

�A9�

quation �A9� shows that the coefficient 1 /a is the average of

/ai weighted by the size of each data group. It is also clear that

ournal of Heat Transfer
the slope parameter 1 /bi in Eq. �A4b� will be given preference
during a data regression according to the contribution of the data
source.

A.1 Example. The following example clearly shows how the
number of data in a subset influences the data regression and why
the veracity of the subset cannot be assessed by comparison to the
resulting correlation. In comparison to the true �usually unknown�
values, both groups 1 and 2 below have been assigned the same
magnitude of systematic error �5%�. However, due to the differ-
ences in the sizes of groups, a data model for the composite set
yields a rms error of 8.1% for group 1, a rms error of 1.6% for
group 2, and a rms error of 3.6% for the composite database.

M = 2

n1 = 10, n2 = 50

a1 = 1.05, a2 = 0.95, atrue = 1.00 �true value�

a 
10 + 50

10/1.05 + 50/0.95
= 0.965 �regression result�

rmsrel,i = � a

ai
− 1� rms error of group i from Eq. �A5�

rmsrel,1 = �0.965

1.05
− 1� = 0.081

rmsrel,2 = �0.965

0.95
− 1� = 0.016

Appendix B: Local Linearization of Nonlinear Multi-
variate Data Model

Heat exchanger performance data models represented by Eqs.
�3� and �6� indicate intrinsically nonlinear relations among the
regression constants. While a precise statistical assessment can be
difficult due to the nonlinearity, it is still desirable to evaluate the
confidence intervals and the covariances of the regression con-
stants. Confidence intervals reveal the statistical significance of
the associated parametric effects. Covariances can be normalized
into correlation coefficients, which indicate the degree of redun-
dancy among the regression constants. The use of these statistics
is essential toward the development of an effective and reliable
data model. In this section, a locally approximated linear multiple
regression method is derived for a general nonlinear model. The
above statistics can be obtained easily for linear multiple regres-
sions �16�.

Consider a case when an empirical database �x ,y� of size n is
modeled by a multivariate function f�x ;b�, as shown in Eq. �B1�.
The independent and the dependent variables are denoted by x and
y, respectively. In a least-squares method, the regression constant
�, a vector with m elements, is determined such that the norm of
the residual e��� is minimized in Eq. �B2�.

y � f�x;�� �B1�

y = f�x;�� + e��� �B2�

A generally nonlinear function f , if continuous and differen-
tiable in �, can be expanded linearly in ��, as shown in Eq. �B3�.
For a small magnitude of ��, function f can be approximated as
linear in ��, neglecting the higher order effect. Then, a linear
multiple regression problem can be obtained where the residual
e��� is fitted by �� in Eq. �B4�.

f�x;� + ��� = f�x;�� + 	
m � � f

�� j
��� j + O�����2� �B3�
j=1
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e��� = y − f�x;�� � 	
j=1

m � � f

�� j
��� j �B4�

The solution is trivial that all elements of �� should be zeros
or an optimal �. On the other hand, we can extract the confidence
ntervals and covariances of the elements of �� for the linear
ultiple regression. The confidence interval of �� is considered

o be equivalent to that of �, if the function f is approximately
inear for that confidence interval. Although a simplified deriva-
ion is described here, it should be noted that the actual analysis
sed a weighted linear multiple regression to minimize the rms
elative residual. For both j and f correlations, the solution ��
as generally very small and using �+�� showed negligible dif-

erence in the residual, as expected.
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A Microscopic Approach to
Determine Electrothermal Contact
Conditions During Resistance
Spot Welding Process
This study deals with resistance spot welding process modeling. Particular attention must
be paid to the interfacial conditions, which strongly influence the nugget growth. Imper-
fect contact conditions are usually used in the macroscopic model to account for the
electrical and thermal volume phenomena, which occur near a metallic interface crossed
by an electric current. One approach consists in representing microconstriction phenom-
ena by surface contact parameters: The share coefficient and the thermal and electrical
contact resistances, which depend on the contact temperature. The aim of this work is to
determine the share coefficient and the contact temperature through a numerical model
on a microscopic scale. This surface approach does not make it possible to correctly
represent the temperature profiles, with the peak temperature, observed in the immediate
vicinity of the interface and thus to define, in practice, the contact temperature correctly.
That is why another approach is proposed with the introduction of a low thickness layer
(third body) at the level of the interface the electric and thermal resistances of which are
equivalent to the electrical and thermal contact resistance values. In this case, the pa-
rameters of the model are reduced to the thickness of the arbitrarily fixed layer and
equivalent electric and thermal conductivities in the thin layer, the partition coefficient
and the contact temperature becoming implicit. The two types of thermoelectric contact
models are tested within the framework of the numerical simulation of a spot welding
test. The nugget growth development is found to be much different with each model.
�DOI: 10.1115/1.3000596�

Keywords: electro-thermal interface, heat partition coefficient, contact resistance, con-
tact temperature, resistance spot welding
Introduction
Modeling and the numerical simulation can, through predictive
odels, effectively replace long and expensive welding tests,
hich are carried out to establish the weldability of the new sheet

ssemblies in resistance spot welding �RSW� process modeling.
A number of research works �1–12� agree on the crucial role of

he interfacial conditions on the RSW process. Two approaches
re considered in the different numerical models to account for the
lectrical and thermal contact resistances on the level of the two
nterface types, electrode-sheet and sheet-sheet. In the first ap-
roach �1–5�, the interfacial phenomena are taken into account
hrough a thin contact layer �third body� with very low thickness
xed a priori and with equivalent electric and thermal conductivi-

ies: The volume character of the thermoelectric interface is pre-
erved in this approach. In the second approach �6–12�, the mi-
roconstriction phenomena are replaced by a discontinuity
etween the two surfaces in contact through three parameters �Fig.
�: The thermal contact resistance �TCR� and the electrical contact
esistance �ECR�, which account for the microconstriction phe-
omena near the interface and the heat partition coefficient � of
he heat generated by Joule effect in the ECR distributed at the
oundaries of the TCR. As the contact resistances strongly depend
n pressure and temperature, the contact temperature �CT� must
lso be determined. This technique consists in representing, in the

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received February 9, 2008; final manuscript re-
eived September 8, 2008; published online December 29, 2008. Review conducted

y Ali Ebadian.

ournal of Heat Transfer Copyright © 20
macroscopic model, the volume phenomena of microconstriction
on the scale of roughness and asperities by surface conditions.
Electrical and thermal contact resistances can be determined by
using theoretical approaches �8,13–18� or specific experimental
devices �19–21�.

The aim of this work is to define both the heat partition coef-
ficient and the contact temperature. Only few research works deal
with the determination of the heat partition coefficient �6,9,10,13�
and the definition of the contact temperature in the case of elec-
trothermal contact �13,14�. Indeed, most dealing with the heat
partition coefficient concern frictional contact �22–24�. Dissipa-
tion mechanisms are different, but analogies could be found with
electrothermal contact, assuming that the heat power is dissipated
in the vicinity of the bulk interface. In the case of electrothermal
contact, some authors suggested a definition of the heat partition
coefficient as a relation depending only on the ratio of thermal
effusivities �6�. First, by using a numerical approach on a micro-
scopic scale with a thermoelectric contact model, the influence on
the heat partition coefficient of the thermophysical and electric
properties, as well as the microgeometrical parameters, will be
studied here. Second, still dealing with the microscopic contact
between the two metallic mediums partially in contact, the tem-
perature field near the contact zone is compared with the tempera-
ture distributions obtained through the surface and the volume
approaches. In the particular case where the thermal and electrical
constriction functions are identical in the mediums, the contact
temperature can be determined by using an analytical formula.
The essential role of thermal resistance is also explained. Finally,

the surface and the volume electrothermal contact models are

FEBRUARY 2009, Vol. 131 / 022101-109 by ASME
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ested in the case of a numerical simulation of a spot welding test,
nd their effects on the nugget growth are then compared.

Presentation of the Microscopic Models for Thermo-
lectric Contact

2.1 Definition of the Microscopic Models. Thermoelectric
ontact on a microscopic scale is analyzed to better understand the
nfluence of the dissipative and diffusive phenomena within the
isturbed zones on the heat partition coefficient. A numerical di-
ension approach at a micrometric level is used here through

onsideration in the micrometric contact areas of the models and
icrometric volumes of mediums around them, representative of

wo asperities in contact at the level of a metallic interface. Three
odels are related to an axisymmetric elementary contact cell,
hich is constituted of two mediums partially in contact and sub-

ected to thermoelectric boundary conditions. In addition, solid/
olid contact is the only way considered for thermal and electric
ransfers. Thermal transfers and electrical conduction through in-
erstitial medium are not dealt with here. Moreover, contact sur-
aces for the passage of electric and thermal currents are identical.
hus, the possible presence of oxides on contact surfaces are not
onsidered here either, which in practice are opposed to the pas-
age of the electrical current and not the heat flux. These reducing
ssumptions mean that the thermal and electrical constriction
unctions can be supposed identical here.

In the first model, called the reference model, the two mediums
re partially in contact and the electrical and thermal constriction
unctions are considered identical. A methodology is developed
or the determination of the heat partition coefficient. Various con-
gurations with the reference model are tested while varying the
eometrical parameters and the thermophysical properties. The
odel is implemented using the finite element computation soft-
are SYSWELD

®, which treats electrothermal coupling. Particular
ttention will be paid to the analysis of the heat flux at the bound-
ries of the model to calculate the heat partition coefficient.

In the second and third models, called electrothermal equivalent
ontact �ETEC� models, there is no constriction. The schematiza-
ion of the contact is simplified to the extreme and the effects of
hermoelectric constrictions in the mediums are taken into ac-
ount, through surface contact parameters �ECR, TCR, and �� or
hrough equivalent electrical and thermal conductivities ��E and
E� in a thin layer whose thickness e is fixed a priori, respectively.
hese parameters should account for the volume phenomena, the
issipation and diffusion mechanisms, which occur, respectively,
n the electrical and thermal resistance constrictions.

The models, with microconstriction and with contact param-

ig. 1 Schematic of thermoelectric contact conditions in the
odel through surface contact parameters
ters, will be compared in regard to the heat flux dissipated and

22101-2 / Vol. 131, FEBRUARY 2009
leaving the boundaries, on the one hand, and the thermal field, on
the other hand. The contact temperature will be defined in this
particular thermoelectric contact configuration.

2.2 Geometries and Meshing. The reference model with
constriction effect for this study is a 2D axisymmetric model,
composed of two mediums �identical radius R, and heights H1
and H2� connected by thermal and electric contacts through a disk
of radius r0 �Fig. 2�. Two geometrical configurations are consid-
ered. The first one has the two mediums in contact without asper-
ity, for which various rates of contact �=r0

2 /R2 and various dimen-
sional ratios H1 /R and H2 /R are considered �Fig. 2�a��. In the
second one, both mediums are in contact through an asperity of
height h all situated in the second medium �Fig. 2�b��. Meshing is
adapted to each geometrical configuration, and refinements were
optimized through a numerical space convergence study. The di-
mensional ratios H /r0 and R /r0 were selected as the isotherms
and the isopotentials to be plane at the exit of medium �constric-
tion fully developed�.

For the ETEC models without constriction, the contact geom-
etries are simplified �Fig. 4�. The same precautions as before have
been taken for the meshes.

2.3 Equations of the Model. The electric and thermal phe-
nomena are described by the traditional equations of conduction,
with strong coupling through the source term in the heat equation,
which account for the Joule effect in the microconstriction zone.
Considering the very weak electric and thermal inertias of the
micrometric geometries compared with the characteristic time for
resistance spot welding, on a microscopic scale, the various physi-
cal phenomena can be assumed stationary. The equations of the
model are as follows:

div�� grad� T� + grad�V · �� grad�V� = 0 �1�

div�� grad� V� = 0 �2�

Here, the thermophysical and electric properties �� and ��, iso-
tropic and constant, are also considered by choosing particular
electrical and thermal conditions, which ensure weak thermal gra-
dients in the mediums.

2.4 Boundary Conditions. From a thermal point of view, Di-
richlet conditions are applied at the boundaries of the two medi-
ums �z= +H1:T=T1 and z=−H2:T=T2�; the other boundaries
are assumed adiabatic �Figs. 2 and 4�. From an electric point of

Fig. 2 Geometries and meshing of the reference model with
constriction, without asperity „h=0… „a…, and with asperity in the
medium 2 „h=5 �m… „b…
view, a uniform current density �J1� is imposed on the surface of
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edium 1 �z= +H1� and a zero potential �V2=0 V� on the sur-
ace of medium 2 �z=−H2�; other surfaces are considered insu-
ated �Figs. 2 and 4�.

2.5 Convergence Criteria. The numerical simulations are
chieved with the finite element computation software SYSWELD®.
he convergence criteria retained for all the numerical simulations
arried out with the three thermoelectric models were 10−3 �°C�
or the temperatures and 10−5 �W� for heat flows. Furthermore, the
eshes for the various models have been optimized, thanks to a

umerical space convergence study to limit numerical errors.

Determination of the Heat Partition Coefficient

3.1 Methodology. When an electrical current crosses an in-
erface, the heat is generated in the disturbed region where the
urrent is constrained toward the asperities and the contact zones.
he constrictions of the electrical and thermal current lines toward

he contact zones increase the resistance inside the disturbed zone.
n the literature �9,10�, the heat partition coefficient is defined as
he fraction of the total flux dissipated in constriction resistances
nd outgoing from the disturbed zone by the medium of reference.
onstriction resistances are obtained by subtracting the resistance
f mediums without constriction from the resistance of mediums
ith constrictions. Thus, two models should be simultaneously

mplemented: A model with constrictions and a second model
ithout constriction �perfect contact� to keep only the effect of the
ediums. By subtracting the heat flux �1� and �2� leaving the
odel without constriction only due to medium resistances, from

he outgoing fluxes �1 and �2 of the model with constriction, it is
ossible to determine the flux only dissipated in constrictions
�1�=�1−�1� and �2�=�2−�2��, and then, the heat partition
oefficient �3�:

� =
�1�

�1� + �2�
and 1 − � =

�2�

�1� + �2�
�3�

3.2 Results

3.2.1 Influence of Thermophysical and Electric Properties. A
tudy is done with the geometrical configuration without asperity,
ith identical heights H1 and H2 �10 �m�, and with radius R
10 �m and a contact rate � of 1%, which allows for the full
evelopment of constriction. The thermoelectric boundary condi-
ions applied are as follows: T1=0°C, J1=2000 A mm−2, T2
0°C, V2=0 V. These boundary conditions ensure that heat
uxes, which leave the mediums, should proceed only from the
eat dissipation by Joule effect in the electrical constriction resis-
ances. Different ratios of thermal and electric conductivities
�1 /�2 and �1 /�2� are tested in order to study the influence of the
roperties of materials in contact on the heat partition coefficient.
ome tested combinations ��1 /�2� and ��1 /�2� are not physical
ut allow the analysis to be extended. For all the considered cases,
ith the specific value of J1 �2000 �A mm−2��, the thermal gra-

Table 1 Values of the heat partition co

�

�1 /�2

0.1 0.25
0.1 0.50 0.56
0.25 0.45 0.50
0.5 0.38 0.44
1 0.30 0.35
2 0.21 0.27
4 0.15 0.20

10 0.09 0.14
ients remain weak in the mediums. The calculated heat partition

ournal of Heat Transfer
coefficient � corresponds to medium 1.
The ratios ��1 /�2� and ��1 /�2�, which, respectively, account

for the mechanisms of thermal diffusion and of electric dissipa-
tion, play perfect symmetrical and opposite roles �Table 1�. When
they are equal, the heat partition coefficient is equal to 0.5.
Lemeur �9,13� proposed, using an analytical model in the case of
two semi-infinite mediums partially in thermoelectric contact, an
expression for the heat partition coefficient �4�, which can be
modified by incorporating ratios of the properties ��1 /�2� and
��1 /�2� �5�:

� =
1

2
� �1

�1 + �2
+

�1

�1 + �2
� �4�

� =
1

2� 1

1 +
�1

�2

+
1

1 +
�2

�1
� �5�

The values obtained with this expression are very close to those
resulting from our numeric model, and for identical ratios ��1 /�2�
and ��1 /�2�, � is found to be equal to 0.5. In the case of contact
between two very different metals ��1 /�2=10 and �1 /�2=10,
case of copper-steel contact�, the strongest dissipation in medium
2 �steel� is countered by a stronger thermal diffusion in medium 1
�copper�: The heat partition coefficient is balanced, and � �copper
side� is worth 0.5. Coupling between electric and thermal trans-
port phenomena is expressed in the Wiedemann–Franz law �6�:

L =
�e

�T
�6�

This formula reveals the partition of thermal conduction electroni-
cally ��e�: In the case of metals and at low temperatures, this
value is very close to the global thermal conductivity ���, which is
not always the case for all metal alloys at higher temperatures
where the phonic contribution can become considerable. For con-
tact between pure metals, the Lorenz number L remains approxi-
mately constant �L=2.4�10−8 �V /K�2�, which leads to �1 /�2
=�1 /�2 and then �=0.5. For contact between most metal alloys,
the values of the ratios ��1 /�2� and ��1 /�2� still remain close
generally, even at high temperatures, so that � would be close to
0.5 in these cases �Table 1�.

Feulvarch et al. �6� defined the heat partition coefficient by the
formula depending only on the ratio of the thermal effusivity ratio
�7�. This relation, which does not take the heat dissipation mecha-
nisms into account, is inadequate to account for stationary phe-
nomena and dissipation mechanisms in the case of electrothermal
contact. In fact, thermal effusivity is the useful property in the
case of fast thermal transfers occurring between two mediums

cient—configurations without asperity

�1 /�2

1 2 4 10
2 0.71 0.79 0.85 0.91
7 0.65 0.73 0.80 0.85
0 0.58 0.67 0.73 0.79
2 0.50 0.58 0.65 0.70
3 0.42 0.50 0.56 0.62
7 0.35 0.43 0.50 0.55
1 0.29 0.38 0.44 0.50
effi

0.5
0.6
0.5
0.5
0.4
0.3
0.2
0.2
abruptly put in contact:

FEBRUARY 2009, Vol. 131 / 022101-3
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� =
1

1 +
b2

b1

with b1 = 	�1�1Cp1 and b2 = 	�2�2Cp2 �7�

or the dissimilar copper/steel contact, the value of � obtained
ith formula �7� is equal to 0.8 �copper side�, instead of 0.5 with

elation �5�.

3.2.2 Influence of the Microgeometry. Several geometrical
onfigurations are considered with the same thermal and electrical
oundary conditions as before:

• configuration without asperity with H1=H2=10 �m and
�=1% �reference case�

• configuration without asperity with H1=10 �m and H2
=20 �m and �=1%

• configuration without asperity with H1=H2=10 �m and
�=50%

• configuration with asperity height 5 �m with H1=H2
=10 �m and �=1%

The same boundary conditions as those in Sec. 3.2.1 are kept
or all of the tests.

In the geometrical configuration without asperity, the three dif-
erent sets of geometric parameters lead to close values of �, with
elative differences remaining inferior to 0.1%. In fact, for these
wo geometrical modifications ��=50% and H2=10 �m�, in the
rst case the constriction functions are identically modified in the

wo mediums, and in the second case they are not modified at all.
hat is why � remains constant despite the changes in the geom-
try. Thus, values and evolution of � for the latter two geometrical
onfigurations are those that are already given in Table 1 for the
eference case.

On the other hand, the model with asperity leads to different
alues of the heat partition coefficient �Table 2�. Here, the asperity
elongs to medium 2 and constitutes a real geometrical singular-
ty, notably located in the constriction zone. Its strong electric and
hermal resistances decrease the diffusion in medium 2 but rein-
orce dissipation there: The resistance of the asperity will thus
nfluence the heat partition coefficient. The ratios ��1 /�2� and
�1 /�2� still have the symmetrical and antagonistic effects, but the
xtreme values of the heat partition coefficient are attenuated by
he role of the asperity �Table 2�.

Thus, the heat partition coefficient is related not only to the
hermophysical and thermoelectric properties but more precisely
o the thermal and electric constriction resistances, which obvi-
usly complicates its determination. It is, therefore, possible to
eneralize the formula �4� suggested by Lemeur �9,13� by ex-
ressing the heat partition coefficient with thermal and electric
onstriction resistances �8�:

� =
1

2� 1

1 +
ECR2

ECR1

+
1

1 +
TCR1

TCR2
� �8�

Table 2 Values of the heat partition

�

�1 /�2

0.1 0.25
0.1 0.50 0.61
0.25 0.39 0.50
0.5 0.32 0.43
1 0.28 0.39
2 0.25 0.36
4 0.24 0.35

10 0.23 0.34
he constriction resistances can be expressed by

22101-4 / Vol. 131, FEBRUARY 2009
ECR =
1

�
FE and TCR =

1

�
FT �9�

The thermal and electrical constriction functions are identical here
�FE=FT=F�:

� =
1

2�
1

1 +

1

�2
F2

1

�1
F1

+
1

1 +

1

�1
F1

1

�2
F2
� �10�

While using the formula �10� with a ratio F2 /F1=8, correspond-
ing to the microgeometry with asperity considered here �Fig.
2�b��, the agreement between the values of � given by this for-
mula and those of Table 2 are excellent. Moreover, differences of
the values of � between the two configurations �F2 /F1=1 and
F2 /F1=8� do not exceed 10% �Tables 1 and 2� and remain even
lower than 5% for nearby ratios ��1 /�2� and ��1 /�2� values
�which is generally the case for contact between realistic metal
alloys�.

4 Definition of the Contact Temperature
The comparison between the thermal fields in the reference

model with constrictions and in the two ETEC models without
constriction is achieved here. The geometrical configuration cor-
responds to the case without asperity with identical heights H1
and H2 �10 �m� and a contact rate � equal to 1%. Two types of
metallic contact are considered here: contact between two similar
metals �couple steel/steel with �x=�2=0.03 W mm−1 K−1 and
�1=�2=8000 	 mm−1� and contact between two different metals
�couple steel/copper with �1=0.03 W mm−1 K−1, �1
=8000 	 mm−1, �2=0.3 W mm−1 K−1, and �2
=80,000 	 mm−1�.

For the ETEC model with surface contact conditions, the cal-
culated contact parameters, which correspond to each configura-
tion, are for the steel/steel contact �ECR=1.6�10−5 	 mm2,
TCR=3.93 K mm2 /W, and �=0.5� and for the steel/copper con-
tact �ECR=0.88�10−5 	 mm2, TCR=2.16 K mm2 /W, and �
=0.5�. The same electric boundary conditions as those previously
used are considered �J1=2000 A mm−2 and V2=0 V�. For the
thermal boundary conditions, different configurations are tested so
that thermal gradients and heat fluxes in the mediums could de-
pend not only on the heat dissipation but also on the boundary
conditions: �T1=0°C, T2=0°C�, �T1=0°C, T2=10°C�, and
�T1=0°C T2=100°C� for the steel/copper contact, and �T1
=0°C, T2=0°C�, �T1=10°C, T2=0°C�, �T1=100°C, T2=0°C�
for the steel/steel contact. The comparison more precisely con-
cerns outgoing fluxes �1� and �2� of both mediums 1 and 2 and
distributions of temperature in the mediums as well. As previously
defined in Sec. 3, �1 and �2 represent the part of the total heat flux
dissipated in the two mediums by Joule effect only and outgoing
from mediums 1 and 2, respectively. For the different electrother-

fficient—configuration with asperity

�1 /�2

1 2 4 10
8 0.72 0.75 0.76 0.77
7 0.61 0.64 0.65 0.66
0 0.54 0.57 0.58 0.59
5 0.50 0.53 0.54 0.55
3 0.47 0.50 0.51 0.52
1 0.46 0.49 0.50 0.51
0 0.45 0.48 0.49 0.50
coe

0.5
0.6
0.5
0.5
0.4
0.4
0.4
0.4
mal configurations considered here, with different thermal bound-
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ry conditions, good correlation is found between the heat fluxes
eaving the two models �Tables 3 and 4�; thanks to the spatial
onvergence study, good precision is ensured for the numerical
esults. Furthermore, the values of �1 and �1 / ��1+�2� can de-
rease with T1 �Table 3� or increase with T2 �Table 4�; the flux
issipated in constrictions is forced in the direction opposed to the
emperature gradients imposed by the boundary conditions and
hen the heat flux dissipated in the mediums is no longer suffi-

ient enough to reverse the temperature gradients imposed by the
oundary conditions, �1 / ��1+�2� can reach 0% or 100% �Tables
and 4�. This comparison shows that the two models appear

quivalent when regarding the heat fluxes �1� and �2� leaving the
isturbed zone. These results also accredit the fact that the heat
artition coefficient should not include the effects of thermal
oundary conditions; it is really an intrinsic parameter that de-
ends only on the thermal and electrical constriction resistances.
ith an adapted set of surface contact parameters �ECR, TCR,

nd ��, it is therefore able to globally simulate the thermoelectric
ehavior of a metal interface crossed by an electrical current and
y a heat flux. However, thermal equivalence is not perfectly
hecked with the model with surface contact parameters, espe-
ially when the heat dissipated in the constriction zones prevailed
n the microscopic model; in this case the thermal fields in the two

odels are rather different �Figs. 3�a� and 3�d�� especially near
he contact zone. Indeed, when the heat dissipation prevails, case
1=T2=0°C �Figs. 3�a� and 3�d�� and case T1=0°C, T2
10°C �Fig. 3�e��, the modeling with the surface contact param-
ters in the ETEC model is not able to reproduce a thermal field
ufficiently similar to that observed in the reference model. In the
TEC model, the heat dissipated in the contact resistance ECR is
ivided into two parts with the partition coefficient � and distrib-
ted at the boundaries of the TCR. In this manner, the heat dissi-
ated in the ECR cannot cross the TCR, except only a small
raction, therefore preventing the TCR from assuming its function.
hat is the reason why the temperature is so much lower in the
TEC model. In fact, in the reference model, the heat dissipated

n the electrical constriction resistances crosses the thermal con-
triction resistances, which generates a peak temperature in the
ost resistant medium �Figs. 3�a� and 3�d��. In the case of sym-
etrical �steel/steel� contact �Fig. 3�d��, the peak temperature in

Table 3 Comparison between heat fluxes out
1… and with surface contact parameters „mode

ECR=0.88�10−5 	 mm2

TCR=2.16 K mm2 /W
�=0.5 �2 �W�

Model 1: T1=0, T2=0 0.00692
Model 2: T1=0, T2=0 0.00628
Model 1: T1=10, T2=0 0.00817
Model 2: T1=10, T2=0 0.00756
Model 1: T1=100, T2=0 0.01408
Model 2: T1=100, T2=0 0.01277

Table 4 Comparison between heat fluxes out
1… and with surface contact parameters „mode

ECR=1.6�10−5 	 mm2

TCR=3.93 K mm2 /W
�=0.5 �1 �W�

Model 1: T1=0, T2=0 0.01250
Model 2: T1=0, T2=0 0.01161
Model 1: T1=0, T2=10 0.01320
Model 2: T1=0, T2=10 0.01229
Model 1: T1=0, T2=100 0.01936
Model 2: T1=0, T2=100 0.01844
ournal of Heat Transfer
the reference model is equal to 45.6°C, while the temperature 
c
at both sides of the TCR in the surface contact model is equal to
11.5°C. In this particular symmetrical contact case with identical
electrical and thermal constriction functions, it is possible to cal-
culate the peak temperature in the constriction with the voltage-
temperature relation expressed in Eq. �11� �13,14�:

CT2 = T�
2 +

��V1 − V2�/2�2

L
�11�

where T� is the temperature at the limit of the constriction zone.
For the symmetrical steel/steel considered here, from relation �11�,
CT is found equal to 42.2°C, with T�=273 K, L=1.37
�10−8 �V /K�2, and V1-V2=0.0369 V. This value is much closer
to the peak temperature obtained with the reference model. How-
ever, in the general case, thermal and electrical interfacial phe-
nomena are rather different: Heat flux can cross the interstitial
dielectric medium, and oxide film can prevent the passage of the
electrical current across the interface. Consequently, electrical
constriction function should be much different and more impor-
tant than the thermal one. Thus, it appears in practice generally
difficult to calculate precisely the CT with the relation �11�. How-
ever, knowing the reference CT is very important and it should be
well predicted, in fact, the mechanical behavior of the asperities
strongly depends on the temperature rise in the contact region and
thus the contact resistances TCR and ECR evolutions as well
�19,21�.

In the case of a strong thermal gradient imposed by the thermal
boundary conditions �T1=0°C, T2=100°C� or �T1=100°C, T2
=0°C�, the thermal fields in the two models are rather close �Figs.
3�c� and 3�f��. In the case of the steel/copper contact �Fig. 3�c��, it
is possible to determine the CT, which is found to be close to the
contact temperature 
c of the medium with the greater thermal
conductivity �here 
2c for medium 2 corresponding to the copper�.
In similar cases, the CT can be calculated through the classical
relation �25�

�
1c-CT�/�CT-
2c� = �2/�1 �12�
An alternative solution is proposed here, by using the ETEC

model with volume contact conditions; surface contact parameters

ing from the models with constriction „model
…—case of steel-copper contact

1 �W�

Total heat flux
�Joule effect�
�1+� �2 �W� �1 / �1+�2

00684 0.01376 0.5
00644 0.01272 0.51
00535 0.01353 0.4
00520 0.01277 0.41

0.01408 0
0.01277 0

ing from the models with constriction „model
…—case of steel-steel contact

2 �W�

Total heat flux
�Joule effect�
�1+�2 �W� �1 / �1+�2

01253 0.025 0.5
01161 0.0232 0.5
01187 0.025 0.53
01092 0.0232 0.53
006 0.025 0.77
0047 0.0232 0.79
go
l 2

�

0.
0.
0.
0.
0
0

go
l 2

�

0.
0.
0.
0.
0.
0.
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ECR, TCR, and �� are replaced by two thin layers with equiva-
ent electrical and thermal conductivities �Fig. 4�. The thickness of
he two layers is arbitrarily fixed here at 1 �m. With the model
ith thin layers, the thermal field near the interface is found to be

ather close to that observed in the reference model �Fig. 5�, par-
icularly the peak temperature in the more resistive medium. With
he contact model with thin equivalent resistive layers �third
ody�, thermal field and heat fluxes are found to be rather close to
hose issued from the reference model. This alternative solution
llows for reducing the number of contact parameters to two
quivalent conductivities �E and �E corresponding to ECR and
CR; the partition coefficient � and the reference CT are implicit.
urthermore, this solution can be applied with success in practice,
epending on accurate knowledge of the electrical contact and
hermal contact resistance evolutions. The demonstration is done

Fig. 3 Thermal fields simulated with both types „microsco
case of steel/copper contact „a… T1=T2=0°C, „b… T1=10°C,
contact „d… T1=T2=0°C, „e… T1=0°C, T2=10°C…, „f… T1=0°C
n Sec. 5 the case of RSW numerical simulation.

22101-6 / Vol. 131, FEBRUARY 2009
5 Application to Resistance Spot Welding Numerical
Simulation

The two ETEC models are successively integrated in a global
model used for the numerical simulation of the spot welding pro-
cess, and their effects on the nugget growth kinetic are compared.
The global model has been implemented in the finite element
software SYSWELD �6,7�, which considers the different physical
couplings between electric, thermal, metallurgic, and mechanic
phenomena. The welding assembly considered here is constituted
of two identical coated steel �Dual Phase DP6G� sheets of a 0.77
mm thickness and two worn electrodes �diameter of 6 mm�, in
Cu–Cr–Zr alloy, with flattened tips. The welding tests are
achieved with the following parameters according to standard
PSA Peugeot-Citroen E34.03.180.G �26�: Sinusoidal current �50
Hz, 10.1 kA�, force �290 daN�, 13 cycles for the welding stage,

and macroscopic models… along the symmetry axis in the
=0°C, „c… T1=100°C, T2=0°C, and in the case of steel/steel
2=100°C
pic
T2
and 11 cycles for the forging stage. Welding tests are interrupted
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t different periods and with the macrographic cuts, it is possible
o reconstitute the experimental nugget growth. As the electrode
ips are flat, the contact surfaces at the faying interface and at the
lectrode-sheet interfaces can be considered constant during the
elding stage. It is thus possible to simplify the global model by

onsidering only electrothermometallurgical couplings �6,7�. The
ata for the metallurgical model, the electric and thermal proper-
ies of various materials, and the electrical and thermal contact
esistances �Fig. 6� were established in the framework of previous
tudies �6,7,21�.

In the global model with the surface contact parameters ETEC
odel, the different parameters at the two interfaces, sheet-sheet

nd electrode-sheet, are as follows:

�a� the contact resistances ECR and TCR evolutions obtained
on a specific device according to the temperature until
550°C under the pressure of 80 MPa �Fig. 6� �21�

�b� the heat partition coefficient taken constant and equal to
0.5

�c� the CT, considered equal to temperature on the electrode
side at the interface electrode-sheet. At the faying inter-
face, CT is taken arbitrarily equal to 1 of the temperatures
of two sheet surfaces in contact.

Fig. 4 Electrothermal contact conditions
eters „a… and with two thin contact layers

Fig. 5 Comparison between the thermal fields in the model
conductivities… and the thermal fields in the reference mod

steel/steel contact „b…

ournal of Heat Transfer
In the global model with the third body ETEC model, the thick-
nesses of the thin layers on each contact surface are arbitrarily
fixed to 10 �m. The electric and thermal equivalent conductivi-
ties of the thin layers �E and �E are calculated from the experi-
mental ECR and TCR evolutions versus temperature according to

�E =
2e

ECR
and �E =

2e

TCR
�13�

The thermal kinetics calculated at the faying interface reveals two
different thermal regimes; the first regime, during the first welding
cycle �t�0.01 s�, with an important heating rate �Fig. 7�b�� is due
to heat dissipation in sheet-sheet ECR and the second regime with
the slower heating rate is due to heat dissipation in the sheets �Fig.
7�a��. As soon as the temperature reaches 500°C, ECR becomes
lower than electrical sheet resistance �Fig. 6�b��, and the ECR
heating regime stops abruptly. With the global model with thin
contact layers, the first regime is shorter; the cut temperature
500°C is reached more quickly. Thus, the energy released
in sheets is weaker and the appearance of the nugget is delayed
�0.18 s� versus �0.14 s� with the global model with surface contact
parameters �Fig. 7�a��. At the end of the welding stage �0.26 s�,
the final nugget size calculated with the global model with surface

the models with surface contact param-
d equivalent conductivities �E and �E „b…

ith contact parameters and with thin layers and equivalent
in the case of steel/copper contact „a… and in the case of
in
an
s „w
el,
FEBRUARY 2009, Vol. 131 / 022101-7
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ontact parameters is definitely too big �Fig. 8�a��. This shows the
nsufficiency of the surface contact parameters ETEC model quite
ell; it does not at all take into account the important role of the
CR on the temperature at the faying interface. This is corrected
y the third body contact ETEC model, which integrates the effect
f the TCR in the equivalent thermal resistance of the thin layers
nd leads to a final calculated nugget size �Fig. 8�b�� in better
dequacy with the final experimental nugget size �Fig. 9, 13th
ycle�.

Conclusion
The modeling of the electrothermal phenomena for imperfect

ontact between two metallic mediums constituted the aim of this
ork. Two finite element models of a microscopic axisymmetric

ontact cell between two mediums partially in contact crossed by
lectric current have been compared. In the reference model with

Fig. 6 Experimental evolution of TCR versus tem
DP6G-Cu „a…. Experimental evolutions of ECR ve
contacts DP6G-Cu and DP6G-DP6G and compari
resistance versus temperature „b….
olume microconstriction phenomena, mediums 1 and 2 are par-

22101-8 / Vol. 131, FEBRUARY 2009
tially in contact. In the second model, volume electric and thermal
microconstriction phenomena are replaced by a discontinuity at
the interface with surface contact parameters: Electric and thermal
contact resistances, the heat partition coefficient, and the contact
temperature �ECR, TCR, �, and CT�.

To determine �, a numerical microscopic approach was
achieved with the reference model. The coefficient � appears, in
fact, to depend on electrical and thermal constriction resistances
and can thus be considered as an intrinsic parameter. It was found
to vary symmetrically with thermal and electrical conductivity
ratios in contact �1 /�2 and �1 /�2, respectively; diffusion and dis-
sipation phenomena work in an opposite manner, that is why gen-
erally, for metallic contacts for which �1 /�2 equal �1 /�2, the heat
partition coefficient value is found to be around 0.5 even for dis-
symmetric change of the geometry in the microconstriction zone.

The ETEC model with surface contact parameters was tested in

rature under pressure of 80 MPa for the contact
s temperature under pressure of 80 MPa for the

with the evolution of the DP6G sheet electrical
pe
rsu
son
the cases of two different metallic mediums �copper/steel� and
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steel/steel� partially in contact and compared with the reference
odel. Whatever the thermal boundary conditions envisaged, the

Fig. 7 Comparison, during the welding stage „t<0.26
interface with the surface contact parameters approach
first period „t<0.02 s… „b…
oundary heat fluxes are found to be very close in the two models.

ournal of Heat Transfer
However, when the heat dissipated in the electrical constriction
resistances prevails, the thermal fields in the two models have

between calculated temperature evolution at the faying
d with the volume contact approach „a… and during the
s…,
an
been found rather different and the peak temperature observed in
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he reference model cannot be reproduced in the macroscopic
odel. Contrarily to what happens in the reference model, the

eat flux dissipated in the ECR does not cross the TCR but is
ispatched with the partition coefficient � to both sides. The ther-
al field near the contact zone is not sufficiently well reproduced

n this ETEC model and it appears impossible in practice to define
orrectly the CT.

An alternative solution has been proposed here, by replacing in
he ETEC model the surface contact conditions with the param-
ters �ECR, TCR, and ��, by thin layers with equivalent electrical
nd thermal conductivities. With the ETEC model with thin lay-
rs, the thermal field near the interface is found to be rather close
o that observed in the reference model, particularly the peak tem-
erature in the more resistive medium. This alternative solution
lso allows for reducing the number of contact parameters to two
quivalent conductivities �E and �E; the partition coefficient �
nd the reference CT become implicit in this case.

The two ETEC models have been implemented in a global
odel used for numerical simulation of the spot welding process

nd their effects on the nugget growth kinetic have been com-
ared. With the ETEC model with surface contact parameters,
hich cannot be taken into account for the effect of the TCR at

he faying interface, the nugget appears too early and the final
ugget size is too large. This convenience disappears with the

ig. 8 Numerical nugget sizes at the end of the welding stage
13th cycle…, with the surface contact parameters approach „a…
nd with the volume contact approach „b…. Comparison with
he experimental nugget size „dashed lines….

ig. 9 Macrographic cuts at different periods presenting the

xperimental nugget growth „dashed lines…

22101-10 / Vol. 131, FEBRUARY 2009
ETEC model with resistive contact layers and the numerical re-
sults are found to be much closer to the experimental one.
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Nomenclature
b  thermal effusivity �W K−1 m−2 s1/2�

Cp  specific heat �J Kg−1 K−1�
CT  contact temperature �°C�

ECR  electrical contact resistance �	 m2�
e  thickness of the contact layer �m�
F  geometric constriction function
H  medium thickness �m�
h  asperity thickness �m�
J  current density �A m−2�
L  Lorenz number �V /K�2

r0  contact radius �m�
R  external radius �m�
z  spatial coordinate �m�
T  temperature �°C�

T�  temperature a the limit of the constriction �°C�
TCR  thermal contact resistance �K m2 W−1�

V  electrical potential �V�
�  heat partition coefficient
�  thermal conductivity �W K−1 m−1�

�e  electronic thermal conductivity �W K−1 m−1�
�  electrical conductivity �W−1 m−1�

c  contact temperature at the limit of the TCR

�°C�
�  heat flux �W�
�  contact surface rate �%�
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Mixed Convection in an
Impinging Laminar Single Square
Jet
The effect of Richardson number �Ri�Gr /Re2�Ra / Pr Re2� in a confined impinging
laminar square jet was investigated numerically through the solution of Navier–Stokes
and energy equations. The simulations were carried out for Richardson number between
0.05 and 8 and for jet Reynolds number between 50 and 300. The jet-to-target spacings
were fixed to 0.25B, 0.5B, and 1.0B, respectively, where B is the jet width. The calcula-
tion results show that for the jet-to-target spacing of 0.25B, the flow structure of a square
single jet impinging on a heated plate is not affected by the Richardson number. For such
very small jet-to-target distances the jet is merely diverted in the transverse direction. The
wall jet fills the whole gap between the plates with a very small vortex motion formed
near the corners of the jet cross section close to the upper plate. In addition, the effect of
the Richardson number on the variation in the local Nusselt number is found to be not
significant. For higher jet-to-target spacing, the Nusselt number increased as the Rich-
ardson number increased for the same Re. In addition, the heat transfer rate increased as
the jet Reynolds number increased for the same Richardson number.
�DOI: 10.1115/1.3000970�

Keywords: mixed convection in a jet, impinging jet, wall jets, laminar square jet, nozzle-
to-plate spacing, jet to plate distances
Introduction
Impinging jets have found a large number of applications where

igh rates of convective heat transfer are required. Industrial uses
f impinging air jets include tempering of glass, drying of paper
nd textiles, and cooling of the metal sheets, microelectronic com-
onents, and turbine blades. Impinging jets are generally used to
ncrease the rate of heat transfer between a fluid and a solid and
re quite often employed to produce enhanced and controlled lo-
alized cooling or heating effects on surfaces, as compared with
onimpinging flows. Although most of the applications of imping-
ng jets are turbulent, laminar jets are also encountered when the
uid is viscous or the geometry is miniature as in microelectron-

cs.
The heat transfer process in an impinging jet may fall in the

orced- or mixed-convection regime, depending on the Richardson
umber, Ri, which is the ratio of the Grashof number and the
eynolds number squared. If Ri�1, the forced-convection pro-
ess is dominant, whereas for dominant natural convection, Ri
1. In the case where Ri is of the order 1, forced and natural

onvection are comparable and the process falls into the mixed-
onvection regime. When there is a large temperature difference
etween the jet and the impingement surface and the velocity is
ot significantly high, there might be an effect of thermal buoy-
ncy force. Therefore, it is important to understand the effects of
uoyancy in the flow structure and overall heat transfer for de-
igning the cooling system.

Numerous studies were reported in literature on the flow, heat,
nd mass transfer distribution under single laminar impinging jets
ith considering forced convection, without taking into account

he buoyancy effects. Gardon and Akfirat �1� carried out an early
ork to measure the heat transfer coefficients between a flat plate

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received April 4, 2008; final manuscript received
uly 24, 2008; published online December 29, 2008. Review conducted by Ali Eba-

ian.

ournal of Heat Transfer Copyright © 20
and impinging 2D slot-jets. They focused on single jets and arrays
of free air jets in laminar and turbulent flow conditions. Scholtz
and Trass �2� investigated, both numerically and experimentally,
the laminar impinging mass transfer with a nonuniform laminar
velocity profile for nozzle-to-plate spacing ranging from 0.05 to 6
nozzle diameters. They found that the impinging mass transfer
was independent of the nozzle-to-plate spacing within the range of
0.5–6.0 nozzle diameters for 500�Re�1970. Chou and Hung �3�
numerically investigated the effect of initial velocity profile at the
nozzle exit on stagnation and local heat transfer of a confined
slot-jet normally impinging on an isothermally heated surface.
The range of the Reynolds number used, based on the width of the
slot-jet, is from 100 to 400. Elison and Webb �4� experimentally
investigated fully developed liquid jets impinging normally on a
constant heat flux surface. Their study focused on the jet Reynolds
number at the nozzle exit between 300 and 7000 and for jet-to-
target spacing from 1.5 to 20 jet diameters. Sezai and Mohamad
�5� studied numerically the flow and heat transfer characteristics
of impinging laminar jets issuing from rectangular nozzles of dif-
ferent cross sections.

There are very few reported studies in literature considering
mixed-convection effects in confined slot-jet impingement. Spar-
row and Minkowycz �6� studied buoyancy-force effects on lami-
nar forced convection over a horizontal flat plate. Hieber �7� de-
termined buoyancy effects analytically for the laminar boundary-
layer region above an isothermally heated semi-infinite horizontal
surface located in a horizontal uniform stream. Yuan et al. �8�
found a substantial heat transfer enhancement for high Richardson
number conditions and jet offset peaks in the Nusselt number
distribution. Their results also showed the relative importance of
buoyancy on the flow structure for the case of two-dimensional
laminar impinging jets. Wang et al. �9� investigated numerically a
nonconfined circular jet impinging on a heated surface. They
found that the Nusselt number is considerably influenced by natu-
ral convection only in the case of large difference between the
initial gas temperature and the substrate temperature and at low
Reynolds number with detrimental effects on the heat transfer at

the stagnation point. Potthast et al. �10� performed mixed-

FEBRUARY 2009, Vol. 131 / 022201-109 by ASME
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onvection simulations relative to confined axial or radial jet im-
ingement. They found that free convection may influence the jet
mpingement on a horizontal plate by increasing the heat transfer
nd obtained periodic solution for the smallest Grashof number
nd a chaotic flow for the largest Grashof number. Sahoo and
harif �11,12� investigated the associated heat transfer process in

he mixed convective regime in a two-dimensional model. The
anges of the Reynolds number and jet-to-target spacings used are
rom 100 to 500 and from 2 to 5, respectively. The Richardson
umbers vary between 0 and 10. They reported that the buoyancy
ffects are not very significant in the overall heat transfer process
or the range of Reynolds number considered in their study. More-
ver the magnitude of the local Nusselt number is reduced as the
et-to-target spacing is increased. A transient numerical analysis
or fluid flow and heat transfer from a planar jet impinging on a
nite thickness substrate was studied by Sarghini and Ruocco
13�. Their investigation is carried out for different geometry con-
guration, material coupling, and thermal-fluid driving factor.
hey found that for high Richardson number, Ri=5, the flow be-
ame unsteady even with very small Reynolds number used �Re
50�.
The shape of the jet is very important for each application. For

xample, the triangular turbulent jets are used in combustion
hambers of jet engines, boiler furnaces, and gas turbine plants of
lectric power utilities �14�, while the rectangular jets may be
sed when more uniform cooling is needed �15�. In general, rela-
ive to the circular jets, it is found that the centerline mean veloc-
ty of noncircular jets decays more rapidly, implying increased
ntrainment of surrounding fluid except the square- and cross-
haped jets, which do not promote significant changes in the far-
eld mixing rates �16�.
The numerical simulation of the single jet in laminar range with
ixed convection is quite scarce. The numerical simulations of
efs. �6–13� are related to the impingement of laminar slot-jet that

s two dimensional. Although the work of Sezai and Mohamad �5�
s three dimensional, it is related to forced convection without
aking into account the buoyancy effects. The present work deals
ith laminar three-dimensional analysis of a square single jet im-
inging on a heated flat surface �Fig. 1�. The structure of the flow
eld and its effect on heat transfer is investigated numerically for
range of Richardson number �0.05–8�. A detailed picture of the
ow field is obtained and used to understand the variation in the

ocal Nusselt number at the impingement plate.

Mathematical Modeling
The steady-state three-dimensional Navier–Stokes and energy

quations for incompressible flows in Cartesian coordinates are
sed for this study. Using the following dimensionless variables:
=x /B, Y =y /B, Z=z /B, P= p /�uj

2, and �= �T−Tj� / �Tw−Tj�,

ig. 1 Definition of geometric parameters and the coordinate
ystem
here B is the nozzle width, � is the nondimensional temperature,
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Tj is the jet exit temperature, and Tw is the plate temperature, the
equations governing the conservation of mass, momentum, and
energy in nondimensional form can be written as follows:

�U

�X
+

�V

�Y
+

�W

�Z
= 0 �1�

U
�U

�X
+ V

�U

�Y
+ W

�U

�Z
= −

�P

�X
+

1

Re
�2U �2�

U
�V

�X
+ V

�V

�Y
+ W

�V

�Z
= −

�P

�Y
+

1

Re
�2V �3�

U
�W

�X
+ V

�W

�Y
+ W

�W

�Z
= −

�P

�Z
+

1

Re
�2W +

Ra

Pr Re2� �4�

U
��

�X
+ V

��

�Y
+ W

��

�Z
=

1

Re Pr
�2� �5�

where the velocity is nondimensionalized by the nozzle exit ve-
locity uj, Re=ujB /� is the jet Reynolds number, � is the kinematic
viscosity, Pr=� /a is the Prandtl number, � is the thermal diffu-
sivity, Ra=g	
TB3 /�a is the Rayleigh number, and 	 is the co-
efficient of volumetric expansion. At the exit of the flow domain
the first derivative of all velocity components in the normal direc-
tion has been set to zero. All walls are stationary and impervious;
therefore no slip boundary condition is used for the top and bot-
tom solid walls except for the vertical component of velocity at
the jet exit cross section at the top wall, where it is assumed to be
uniform and set to be equal to unity. For the energy equation, if
the fluid exits the domain the first derivative of temperature is set
to zero and if the fluid flows from surroundings into the domain
then the fluid temperature is set to the surrounding temperature,
which is equal to the jet exit temperature, Tj. Adiabatic boundary
conditions are imposed, on the top wall, except at the nozzle’s exit
cross section where it was set to be equal to that of ambient. The
bottom wall is set to a higher temperature than the ambient.

3 Method of Solution
The governing equations are discretized by using the finite vol-

ume method in staggered nonuniform grids. The grids are gener-
ated such that denser grid clustering is obtained in the vicinity of
the jets along the x- and y-directions. In the z-direction a sine
function distribution is employed, yielding denser grids near the
top and the impingement plate. A grid independence test was per-
formed for Re=200 and Ri=0.05 in order to determine the effect
of the number of grids on the final results. The maximum differ-
ence between the result obtained by using 101�101�31 and
201�201�41 grids is 1.6% for the local Nusselt number at a
distance far away from the stagnation point. The corresponding
difference between 251�251�51 and 201�201�41 grids is
0.01%. Hence, the 201�201�41 grid system is used for all runs.
The solution domain in the x- and y-directions has Lx=35B and
Ly =35B. Quick scheme �QUICK� �17� with ULTRA-SHARP flux
limiting strategy �18,19� was used to calculate the convection of a
scalar term ��� at a control volume face. The extra neighboring
points, resulting from the application of QUICK scheme, are writ-
ten as the sum of the upwind face value plus a correction term
involving the values from the previous iteration. The correction
term is added to the source term in accordance with deferred
correction procedure �19� so that the numerical stability is in-
creased, while keeping the seven diagonal structures of the coef-
ficient matrix. The strongly implicit procedure �SIP� method �20�,
which is extended here to handle three-dimensional problems, is
used to solve the momentum equations. The conjugate gradient
�CG� method �21� is used to solve the pressure correction equa-
tion. The coefficient matrix, resulting from the discretization of

the energy equation, is nonsymmetric and is solved using the
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i-Conjugate gradient stabilized �Bi-CGSTAB� �22� iterative
ethod. Symmetric successive over-relaxation �SSOR� precondi-

ioning �23� is applied to the above iterative methods. The veloci-
ies are coupled with pressure terms using the SIMPLEC �24�
lgorithm.

An under-relaxation factor of 0.5 is used for momentum and
nergy equations in all calculations. Iterations are continued until
he second norm of the residuals for all equations is reduced be-
ow 10−6, where no significant variations are observed at this re-
idual level. In the absence of experimental data under identical
onditions the validation of numerical code was performed against
he experimental measurements of Sparrow and Wong �25�, who
sed a developed slot-jet flow impinging on a naphthalene plate.
he results are presented in a previous publication by Aldabbagh
nd Sezai �26�. The agreement between the numerical results and
he experimental measurements is in general good.

Results and Discussions
Air is used as the working fluid, having a Prandtl number of

.71. The analysis is performed for Reynolds numbers between 50
nd 300 and for the nozzle exit to plate distances between, Az
Lz /B, 0.25 and 1.0. The cross section of the nozzle is taken to be
square, and the velocity distribution at the exit of the nozzles is

ssumed to have a flat profile.
Figure 2 shows the projection of the flow lines of the predicted

elocity field on the midvertical x-z plane for Re=200, Az=1, and
i=0.05, 1, and 1.5. The projection of the flow lines on an x-z
lane is obtained from the x and z components of the velocity
ectors on that plane. At the impingement plane a wall jet is
ormed, spreading in the radial direction. As soon as the jet exits
rom the nozzle, a negative pressure is induced around the jet,
hich drags the fluid from the surrounding. As a result, the fluid is

ntrained in the flow, forming a vortex on the periphery of the jet.
he vortices elongated in the radial direction far away from the jet
enter, where its size increased and its position changed by in-
reasing the Richardson number. On the other hand, the thickness
f the wall jet is reduced by increasing the Richardson number
ue to the enlargement of the vortices and elongated away from
he jet axis. The evolution of the entrainment vortex and wall jets
s illustrated in Fig. 3 through the projection of the flow lines of
he predicted velocity field at different horizontal planes. The fluid
s dragged radially toward the jet from the surrounding as soon as

ig. 2 Projection of flow lines on the mid-x-z plane for Re
200 and Az=1.0 and for Richardson numbers of „a… Ri=0.05,

b… Ri=1.0, and „c… Ri=1.5
t exits from the nozzle. As a result a toroidal vortex is formed

ournal of Heat Transfer
Fig. 3 Projection of flow lines for Re=200, Az=1.0, and Ri
=0.05 on the horizontal cross section at „a… Z=0.9 and „b… Z
=0.3
Fig. 4 Projection of flow lines on the mid-x-z plane for Az

=1.0, Ri=1.0, and „a… Re=100, „b… Re=150, and „c… Re=300

FEBRUARY 2009, Vol. 131 / 022201-3
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round the jet �Fig. 3�a��. At elevations closer to the bottom plate,
=0.3, the flow pattern is characterized by the wall jets, which

preads in the radial direction.
The increases in the size of the vortices were also noticed by

ncreasing the Reynolds number and fixing the Ri �Fig. 4�, which
s the case of mixed convection. The thickness of the wall jet is
educed by increasing the Reynolds number. For the cases of
orced convection, the vortex became very small in size and
ormed very close to the upper plate near the jet exit by reducing
he aspect ratio, Az=0.5, as shown in Fig. 5. Further reducing the
spect ratio, Az=0.25, the peripheral vortices disappeared in the

ig. 5 Projection of flow lines on the mid-x-z plane for Re
200 and Az=0.5 and for Richardson numbers of „a… Ri=0.05,

b… Ri=1.0, and „c… Ri=8.0

ig. 6 Projection of flow lines for Re=200 and Ri=0.05 on the

orizontal cross section at „a… Z=0.225 and „b… Z=0.175

22201-4 / Vol. 131, FEBRUARY 2009
axial direction �Figs. 6 and 7�b�� and formed near the corners of
the jet cross section close to the upper plate �Fig. 7�a��. At lower
elevations from the jet exit section, Z=0.175, the peripheral vor-
tices vanished �Fig. 6�b��. At this small aspect ratio used, the wall

Fig. 7 Projection of flow lines on the x-z plane for „a… Re
=200 and Ri=0.05 at Y=18, „b… Re=200 and Ri=0.05 at Y=17.5,
„c… Re=200 and Ri=8.0 at Y=17.5, and „d… Re=50 and Ri=1 at
Y=17.5

Fig. 8 Variation in the W-velocity with X at Y=17.5 for Re
=200 and at jet-to-target spacings of „a… Az=0.25 and Z=0.075,

„b… Az=0.5 and Z=0.15, and „c… Az=1.0 and Z=0.3
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et filled the whole gap between the plates. For such a lower
spect ratio used, the structure of the flow was not affected by the
ichardson number �Figs. 7�b� and 7�c� for Re=200 and Ri
0.05 and 8, respectively� or even by reducing the Reynolds num-
er �Fig. 7�d� for Re=50 and Ri=1.0�. The effect of the pure
orced convection �Ri=0.05� and pure natural convection �Ri
8� was only on the size of the peripheral vortices �Fig. 8�a��.
igure 8 shows the variation in the vertical velocity component at

he horizontal cross section Z=0.075 for Re=200 and Az=0.25,
.5, and 1.0. The jet has one single peak at the center of the jet
xis. The small change in the direction of the vertical velocity
rofile at X=18 is due to the formation of the peripheral vortices
ear the corners of the jet cross section. The variation in the ver-
ical velocity component was also not affected by the Richardson
umbers, which are not the same cases for higher aspect ratios.
he variation in the vertical velocity component started to in-
rease for Az=0.5 and Ri1.0. Moreover, the single peak of the
et at its center was replaced by the off-center peaks. The four
eaks at the four corners of the jet cross section formed due to the
nteraction of the jet with the lower plate �Fig. 8�b��. For the case
f Az=1.0, the off-center peaks shown for all the cases run in this
aper with the range of Ri used. This means that Richardson num-
ers play a role for the formation of the off-center peaks. We have
o mention that the flow becomes transient and periodic for Az
1.0 and Ri1.5 and for all the cases of Az1.0 and Ri0.4.
The effect of Richardson number, Ri=0.05–8, on the variation

n local Nusselt numbers along the x-direction at the midsection
Y =17.5� is shown in Fig. 9 for Re=200 and Az=0.25, 0.5, and

ig. 9 Effect of Ri on the variation in the local Nusselt number
or Re=200 at jet-to-target spacings of „a… Az=0.25, „b… Az=0.5,
nd „c… Az=1.0
.0. The local convection heat transfer coefficient is defined as

ournal of Heat Transfer
h = qw� /�tw − tj� �6�

where qw� is the local heat flux at the bottom plate and the local
Nusselt number is defined in terms of the jet width, B, as

Nu = hB/k �7�

where B is also equal to the hydraulic diameter in the case of the
square jet.

The local Nusselt number is also equal to the nondimensional
heat flux and calculated as Nu=−�T /�Z �wall. For Az=0.25, the
single peak of the Nusselt number was consistent with the jet
velocity profile �Fig. 8�a��. At this small aspect ratio the heat
transfer rate was not affected by the Richardson numbers. Further
increasing the aspect ratio, Az=0.5, the change in the Nusselt
number was not significant for Ri�1 �Fig. 9�b��. For Ri1, the
heat transfer at the stagnation point increased as the Richardson
number increased. In addition, the Nusselt number decreases
sharply away from the stagnation point. Moreover, the single peak
of the Nusselt number was replaced by the off-center peaks, which
is consistent with the jet velocity profile �Fig. 8�b��. The off-center
peaks are also mentioned by Aldabbagh and Sezai �26–28� for the
case of Ri=0.0 and Az=1 and 2. The Nusselt number increased as
the Richardson number increased for Az=1 �Fig. 9�c��. In general,
with all the aspect ratios used in this work, the heat transfer rate
increased as the jet Reynolds number increased for the same Ri-
chardson number �Fig. 10�. The increases in the heat transfer with
increasing Re for the same Ri were reported in two-dimensional
simulation by Sahoo and Sharif �11,12� but with higher aspect
ratio �Az=2–5�. They reported that for a given domain aspect

Fig. 10 Effect of Re on the variation in the local Nusselt num-
ber for Ri=1 at jet-to-target spacings of „a… Az=0.25, „b… Az
=0.5, and „c… Az=1.0
ratio and Richardson number, the average Nusselt number at the

FEBRUARY 2009, Vol. 131 / 022201-5
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ot surface increases with increasing jet exit Reynolds number. In
ddition, for a given aspect ratio and Reynolds number, the aver-
ge Nusselt number does not change significantly with the Rich-
rdson number, indicating that the buoyancy effects are not very
ignificant in the overall heat transfer process for the range of the
eynolds number considered in their study. The effect of aspect

atios for the same Re and Ri is shown in Fig. 11. In general, the
eat transfer increased as the aspect ratio decreased. For low Az,
he heat transfer decreases steeper away from the stagnation point.
n the other hand, for high Az, the heat transfer decreases slightly

way from the stagnation point. A carpet plot of the local Nusselt
umber is shown in Fig. 12 for Re=200, Az=0.5, and Ri=8. The
ocal Nusselt number has four peaks at the four corners of the jet
ross section. The four peaks at the four corners of the jet cross
ection are illustrated in Fig. 13 through the contour plots of the
sotherm on the horizontal cross section at Z=0.15. The tempera-
ure is increased in the radial direction away from the jet axis.

Conclusions
The three-dimensional numerical simulation is performed to in-

estigate the effect of mixed convection on an impinging laminar
ingle square jet. The results indicate that for small aspect ratios
f Az=0.25 and Az=0.5 with Ri�1.0, the structure of the flow is
ot affected by the Richardson number or even by reducing the
eynolds number for the range of Re used. Moreover, the heat

ig. 11 Effect of jet-to-target spacing on the variation in the
ocal Nusselt number for Richardson numbers of „a… Ri=0.05,
b… Ri=1.0, and „c… Ri=1.5
ransfer rate is not affected by increasing the Richardson numbers

22201-6 / Vol. 131, FEBRUARY 2009
for the same Reynolds number used. The Nusselt number has one
single peak at the stagnation point. For the cases of Az=0.5 with
Ri1 and Az=1.0, the thickness of the wall jet is reduced by
increasing the Richardson number for the same Re or by increas-
ing the Reynolds number for the same Ri due to the enlargement
of the vortices and elongated away from the jet axis. The Nusselt
number increased as the Richardson number increased for the
same Re. In addition, the heat transfer rate increased as the jet
Reynolds number increased for the same Richardson number. The
local Nusselt number has four peaks at the four corners of the jet
cross section. In general, the heat transfer increased as the aspect
ratio decreased.
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Influence of Near Hole Pressure
Fluctuation on the Thermal
Protection of a Film-Cooled Flat
Plate
The pulsation of film cooling jets in turbines is driven by the near hole pressure fluctua-
tion caused by the deterministic interaction of stator/rotor blade rows. Jet pulsation is
characterized by the coolant near hole reduced frequency �c and the pulsation amplitude
coefficient �. The fluctuation of the near hole pressure is simulated by setting a time-
varying signal of static pressure for the outlet boundary condition of a film-cooled flat
plate configuration. It is observed that the fluctuation of the near hole pressure influences
the blowing ratio, hence the thermal protection downstream of the injection site. For a
low mean blowing ratio �BR�0.75�, low-medium pulsation frequencies ��c�0.10� are
found to be slightly detrimental to the thermal protection versus a steady injection. On
the contrary, for high pulsation frequencies ��c�0.17�, the thermal protection becomes
better due to periodic jet disintegration into the wall surface caused by a higher level of
transverse kinetic energy of the jet pulse. In addition, the overlapping of jet pulses
appears to help the constant temporal spreading of coolant over the wall surface. For a
higher mean blowing ratio �BR�1.25�, jet pulsation enhances lift-off so that the thermal
protection is, in general, worse compared to a steady injection. Overall, the range of jet
pulsation presented in this study affects moderately the thermal protection of the down-
stream surface. �DOI: 10.1115/1.2995651�

Keywords: turbine, film, cooling, coolant, jet, pulsation, pulse, fluctuation, pressure,
surface, effectiveness, model, computational efficiency, thermal management
Introduction
Film cooling technology has successfully been applied for the

eat load management of high-pressure gas turbines in the past
0 years. In some cases, more than 25% of engine mass flow can
e bypassed from the compressor to the high-pressure turbine
arts to be used as a coolant. The need for this low enthalpy air
ubstantially decreases the amount of air mass flow available in
he combustor, which results in less useful work per total unit of
ngine inlet air. Today’s state of the art turbine blade cooling
echnology combines an advanced design of in-blade channel ge-
metries �i.e., internal convection�, material coating technology,
nd external film cooling. In the latter, apart from optimizing the
ocation of the holes as well as their own geometry and the related
lenum configuration, taking into account the surrounding flow
nsteadiness occurring through the turbine passage with passive
r, maybe in the long term, active control may help to decrease the
verall coolant mass flow and thereby increase overall plant effi-
iency.

Different modes of unsteadiness occur in a high-pressure tur-
ine, and they can broadly be classified into two families: deter-
inistic �e.g., blade row interaction� and nondeterministic �e.g.,

mpact of combustor flow�. Dunn �1� presented phase-resolved
eat flux data obtained in a rotating film-cooled turbine short-
uration test facility. He found that at the rotor stagnation point
ear midspan, the periodic influence of upstream vane injection
as a significant influence on the heat flux history. Abhari and
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eceived July 20, 2008; published online January 5, 2009. Review conducted by
rank Cunha. Paper presented at the 2007 ASME-JSME Thermal Engineering Con-
erence and Summer Heat Transfer Conference �HT2007�, Vancouver, BC, Canada,

uly 8–12, 2007.

ournal of Heat Transfer Copyright © 20
Epstein �2� experimentally showed in a representative gas turbine
test rig that a large-scale pressure fluctuation on the blade surface,
resulting from the passing shock waves and potential interaction,
leads to a 12% increase and a 5% decrease in the time-averaged
surface heat transfer rate in the suction and pressure sides, respec-
tively, compared to values with no static pressure fluctuations
�isolated row�. Heidmann et al. �3� experimentally found that the
wake passing �or large-scale pressure fluctuation� has an impact
on the blade film cooling effectiveness and blade Nusselt number
level. In fact, modifications of the flow path of showerhead cool-
ant jets were found as a function of the Strouhal number of flow
pulsation. More recently, Haldeman et al. �4,5� reported the mea-
surement of a fully cooled high-work rotating turbine stage oper-
ating in representative engine working conditions. Preliminary re-
sults �low Reynolds number case� show that the level of near hole
static pressure, quantified by a pulsation amplitude coefficient �,
substantially varies as a function of blade location, being gener-
ally higher on the pressure side surface. As a result, the levels of
surface heat flux could significantly differ from an uncooled to a
film-cooled turbine configuration, the former being higher at most
blade surface locations.

Detailed investigations of the impact of freestream pressure
waves over film cooling performance have often been carried out
in flat plate configurations. Bons et al. �6� used a loudspeaker to
create freestream fluctuations; they observed the degradation of
centerline effectiveness versus nonpulsated coolant jets. The re-
search groups of University of Utah and Seoul National Univer-
sity have provided measured data of pulsating jets in a flat plate
test section �see Ligrani et al. �7,8�, Bell et al. �9�, and Seo et al.
�10�. A slight deterioration of film cooling protection was found
when the pulsation of freestream static pressure is increased to a
level where the jet behavior at the hole exit is non-quasisteady.

For quasisteady freestream and coolant conditions and long cool-
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ng holes, hardly any difference in film cooling protection can be
een, compared to a steady coolant jet. Meanwhile, only low

ach number �Mf �0.04�, low Reynolds number �Re�6800�,
nd low mean blowing ratio �BR�1.0� flow regimes have been
nvestigated. More recently, a certain number of experiments �see
or instance, Coulthard et al. �11,12� were made with a forced
ulsing of the jet, as opposed to inducement of pulsing by near
ole pressure fluctuation. Nevertheless, it has helped to gain data
nd understanding of the influence of pulsation frequency and
uty cycle on the thermal protection. In general, it was found that
ulsation of coolant jet results in a worse thermal protection for
ow mean blowing ratio �BR�1.0� and small to medium pulsa-
ion frequencies. For high frequencies, measurement data tend to
how that thermal protection becomes better than steady injection.

The goal of this paper is to numerically investigate the influ-
nce of near hole pressure fluctuation on the thermal protection
or a flat plate configuration. To proceed, a large range of pulsa-
ion frequencies and two mean blowing ratios �BR=0.75,1.25�
re selected. This numerical investigation is carried out using a
ovel experimentally anchored feature-based jet model developed
y Burdet et al. �13–15�. It has previously been validated and used
or the prediction of steady film cooling flows in flat plate and
urbine configurations. The similarity of the near hole jet flow
tructure between steady and quasisteady pulsating jets with mod-
rate amplitudes has experimentally been observed by Bernsdorf
t al. �16�. Thus, the current jet model can be proposed to be
tilized for the prediction of quasisteady pulsating jets. The com-
utational procedure for simulating a pulsating jet typical of film-
ooled turbine components is presented. The simulation of near
ole pressure fluctuation is explained. The predicted time-
veraged effectiveness results are discussed versus a steady injec-
ion. Eventually, the investigation of the time accurate three-
imensional flow field downstream of the injection is analyzed to
hed light on the time-averaged thermal protection results. This
umerical study is carried out with an isotropic, algebraic turbu-
ence model. Indeed, it is argued that the near hole kinetics of the
et pulse is predominant due to the high amplitude of fluctuation,
nd therefore the bulk impact of jet pulsing can be captured by the
resent numerical methodology.

Characterization of Jet Pulsation

2.1 Large-Scale Pressure Fluctuation in Turbine. A turbine

time

Ps
� near-hole pressure signal

adapted from Haldeman et al.

Fig. 1 Concept of large-scale pressure flu
signal is taken from measurements of Hald
arge-scale fluctuation is defined as being an absolute flow fluc-
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tuation �̃ in which its first harmonic is both dominant and at the
frequency level of a deterministic unsteadiness �e.g., blade pass-
ing frequency�. Any flow quantity � can be decomposed on a
large-scale, phase-locked, fluctuation �̃ �which contains the mean
amplitude �̄ and its relative large-scale fluctuation ��� and a
small-scale fluctuation ��.

� = �̄ + �� + �� = �̃ + �� �1�
Abhari and Epstein �2� observed that the large-scale fluctuation

of pressure P̃s at the blade surface modulates the blowing rate of
coolant jets and surface heat flux �see Fig. 1�. The coolant jet
expansion through the hole is mainly driven by the static pressure
level Ps at the hole exit �17�. Furthermore, the change in total

pressure level in the plenum P̄T
c for a given hole is generally

negligible due to its relatively large volume and also because of a
constant feeding rate of the coolant. Experimental �15� and com-
putational studies �17� have shown at midspan section that large-

scale pressure fluctuation P̃s is large all along the pressure side
and substantial in the first half of the suction side. In the second
half of the suction side, after the throat, the large-scale pressure
fluctuation is negligible. Hence, in most regions of a turbine blade
midspan section, one could argue that since large-scale pressure
fluctuation is significant, the blowing of the coolant should largely
be affected. In turn, substantial change in time mean and instan-
taneous film cooling protection may result, compared to a steady
state regime.

2.2 Range of Coolant Jet Pulsation Frequency. The level of
jet pulsating frequency F set by the dominant harmonic of the

large-scale pressure fluctuation P̃s induces two main time scales in
the near hole region. The first time scale is linked to the time
required by the coolant fluid to go through the hole. It is quanti-
fied by the coolant reduced frequency �c

�c =
F · lc

ūc
�2�

where lc is the length of the hole. A coolant reduced frequency
much below 1.0 means that the film cooling jet has the time to
establish in the near hole region in a quasisteady mode. Mean-
while, to reach a quasisteady mode, the dominant harmonic F of

Ps
�

f

ρc U
c

fluctuation of jet blowing
due to near hole pressure variation

�

�
�

ation in the near hole region. The pressure
an et al. †15‡.
ρf U�

ctu
large-scale pressure fluctuation should be small enough to drive
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modify� directly the coolant mass flow rate. In fact, if the fre-
uency F is too high, the impact of the variation of the near-hole
tatic pressure may experience an unsteady damping. To deal with
his issue, the near hole static pressure reduced frequency �a is
ntroduced based on the speed of sound property,

�a =
F · lc

āc
= M̄c · �c �3�

here āc is the speed of sound based on the coolant flow condi-
ion. Abhari and Epstein �2� measured in an engine representative
lm-cooled test rig that �a can be about 0.06 and must be below

.0. This demonstrates that the large-scale pressure variation P̃s
ndeed directly modifies the coolant flow rate. In connection to
his, Ligrani et al. �7,8� proposed that typical values of �a in
perating turbines are in the range of

0.02 � �a � 0.10 �4�

Thus, taking into account the existing range of �a and the fact
hat the mean coolant Mach number can broadly range between

.1�M̄c�1.0, the coolant reduced frequency �c should broadly
ange as follows:

0.02 � �c � 1.00 �5�
This eventually leads to a scaling of pulsation frequencies rel-

vant to turbine flows. It is interesting to note that the coolant
educed frequency �c can be around 1.0 in some situations, so
hat the quasisteady assumption is not valid anymore. But this
ase should occur only if the coolant Mach number is low. This
ype of situation may especially happen at the pressure side sur-
ace. Also, a low mean coolant Mach number could reflect a very
ow blowing ratio, so that the flow inside the hole might already
e partially or even fully reversed.

.3 Range of Coolant Jet Pulsation Amplitude

The amplitude of the large-scale pressure fluctuation P̃s drives
he magnitude of the coolant jet blowing, quantified by the pulsa-
ion amplitude coefficient � �2�,

� =
P̃s,max − P̃s,min

PT
c − P̄s

�6�

Haldeman et al. �5� proposed that the difference in maximum
nd minimum instantaneous large-scale pressure fluctuations

P̃s,max and P̃s,min� should be taken as the envelope size of all
armonic fluctuations. This pulsation amplitude coefficient � can
ramatically vary as a function of the location where it is ob-
erved at the blade surface. Abhari �17� calculated that in a stan-
ard industrial gas turbine rotor blade, the coefficient � can vary
rom 0.0 up to 3.0 around the blade surface. Haldeman et al. �15�
xperimentally observed that � can even be higher than 3.0 in
ome particular locations. In general, � has a large value ��

0.2� in most regions of the pressure side and at least in the first
alf of the suction side.

Feature-Based Jet Model

3.1 Jet Model Numerical Integration. The near hole jet
odel is numerically immersed in the computational mesh with

he use of the implicit immersed boundary method �IBM� �13�.
he jet model actually delivers local boundary conditions to be

ed to the computational domain. Thus, these local boundary con-
itions are specified at the surface of the near hole jet body, as
hown in Fig. 2. The model is integrated as a separate module in
he computational fluid dynamics �CFD� code. The model pro-
eeds only in a three-dimensional grid box that is automatically
xtracted from the computational domain before starting the itera-

ive procedure. This grid box contains computational cells that are

ournal of Heat Transfer
located in the near hole region only.
A comprehensive Reynolds-averaged Navier-Stokes �RANS�-

based modeling of the near hole macroflow features, such as the
jet trajectory and penetration, the counter-rotating vortex pair
�CVP� as well as mixing, and the near wall wake region, is avail-
able for a broad range of turbine working conditions. The model
coefficients are calibrated with a set of near hole experimental
data �18� and vary as a function of the instantaneous near hole
flow conditions. This high-resolution model is specified at the
plane of injection �see Fig. 2�. At the surface of the near hole jet,
low level modeling, in the form of Dirichlet and von Neumann
boundary conditions, is imposed so that a relevant representation
of the near hole jet flow physics is simulated. This jet surface can
be viewed as the location of the thin coolant to freestream mixing
limit in the near hole region. In the current modeling, slip and
isothermal coolant boundary conditions are immersed. Indeed,
vorticity cannot be created at the sides of the jet, and an averaged
coolant to freestream mixing temperature is assumed at the jet
surface. The numerical immersion of the three-dimensional jet
body allows simulating the blockage of the freestream flow. Thus,
the near hole pressure field is realistically computed �14�. This is

of primary importance since the near hole pressure P̃s modulates
the blowing of the coolant.

3.2 Derivation of the Instantaneous Blowing Ratio. The ex-
perimentally anchored model coefficients do vary as a function of

the instantaneous value of the blowing ratio BR̃. Furthermore, the
blowing ratio level is based on the instantaneous near hole flow

conditions. The instantaneous blowing ratio BR̃ is therefore given
by

BR˜ =
	̃cũc

	̃ fũf
where 	̃cũc =

4C̃dm̃̇ideal


d2

m̃̇ideal = PT
c� P̃s

PT
c ���+1�/2��� 2�

�� − 1�RgTT
c 	��PT

c

P̃s

���−1�/�

− 1	
�7�

where PT
c and TT

c are the coolant total pressure and temperature,
respectively. They are assumed to stay constant in time so that

they are input values for the numerical study. C̃d is the instanta-
neous discharge coefficient. Its numerical value is a function of

the near hole pressure P̃s and the coolant plenum total pressure
PT

c . It is found by using the correlation experimentally derived by
Gritsch et al. �19�. The near hole fluctuating freestream density 	̃ f

˜ f

time t time t + �t

3D film cooling grid box
near hole jet body

probe
near hole region

update
model

immerse new
modeled jet BC’s

Upstream plane
Probing incoming feestream flow

Near hole wall area
Probing near hole static pressure

Fig. 2 Near hole jet model embedded in its three-dimensional
film cooling grid box at time t „left… and later at time t+�t
„right…. Dots show the plane of injection and the jet surface. The
flat plate surface area is covered by predicted contours of
static pressure.
and velocity u , as well as the near hole fluctuating static pressure
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s, are probed in the computational domain, at a selected plane
ocation, and at selected time steps before the jet model is up-
ated. These numerically probed values are fed back to Eq. �7� to

erive the instantaneous blowing ratio BR̃, eventually setting the
umerical values of the model coefficients.

3.3 Computational Requirements. One of the major require-
ents used for the jet model is that it must behave in a quasi-

teady mode. To meet the quasisteady requirement, the near hole
ressure reduced frequency �a, as well as the coolant reduced
requency �c, must be small enough, i.e., �a�1.0 and �c�1.0.
urthermore, on the one hand, a time criterion �tupd is required
or the proper use of the jet model in such unsteady flow. This is
o ensure that between two updates of the jet model, the elapsed
ime �tupd is bigger than the time �tjet for a fluid particle to travel
n the near hole jet body. On the other hand, the time �tupd be-
ween two jet model updates should be small enough in compari-
on with half the dominant fluctuation time scale �tper in order to
eally simulate the jet movement. These computational require-
ents can be summarized as follows:

�tupd � �tjet

�tupd � �tper
where


�tupd =
1

NupdF

�tjet �
d

2ūc

�tper =
1

2F

� �8�

ere Nupd is the number of updates of the jet model per fluctuation
eriod. Hence, this is the value that is ultimately controlled by the
ser to ensure the fulfillment of the computational requirements
iven by Eq. �8�.

Flow Investigation Procedure

4.1 Flat Plate Configuration and Flow Conditions. The
lm-cooled flat plate test case of Bernsdorf et al. �18� is selected
or the current flow investigation. Unfortunately, no flat plate sur-
ace measurement data are available for this investigation yet.

eanwhile, previous extensive blind validations �13–15� of the
redictive capability of the jet model in a steady environment give
onfidence about its utilization for the numerical simulation of
uasisteady jet pulsation. The round hole diameter is d=5 mm,
he streamwise injection angle is �0=30 deg, the lateral injection
ngle is 0=0 deg, the flat plate length is 41 d, the hole-to-hole
itch distance is 4 d, and the hole length is 4 d. The freestream
oundary layer momentum thickness is 0.051 d and the shape
actor is 2.3.

The computational domain covers one hole-to-hole pitch dis-
ance and uses a periodic boundary condition at both sides. To
ain computational efficiency, a slip boundary condition is speci-
ed a five hole diameter above the flat plate surface. Subsonic

nlet and outlet boundary conditions are imposed where the inlet
tagnation freestream pressure is PT

f =1.0 bar, the inlet stagnation
emperature is TT

f =390 K, the inlet flow angle is strictly in the
treamwise direction, and the outlet static pressure is specified

uch as M̄ f =0.3 for the uncooled solution. On the flat plate sur-
ace no slip and wall adiabatic boundary conditions are specified.
ne density ratio �DR=1.3�, combined with two mean blowing

atios �BR=0.75,1.25�, is investigated as a function of different
reestream static pressure fluctuations. The coolant plenum condi-
ion is fixed to TT

c =300 K and PT
c =0.922 bar and 0.966 bar for

R=0.75 and 1.25, respectively.

4.2 Computational Methodology. The in-house RANS-
ased CFD code used in this investigation, MULTI3, uses a time-
arching algorithm with a finite volume approach. Time discreti-
ation is based on the central vertex Ni–Lax–Wendroff second

22202-4 / Vol. 131, FEBRUARY 2009
order accurate scheme. The eddy viscosity is computed using the
algebraic, isotropic turbulence model Baldwin–Lomax in its low
Reynolds number form. Although it is recognized that coolant jets
contain significant turbulence intensity, anisotropy, and variation
in the near wall Prandtl number �20�, the main goal of this study
is to investigate the influence of the near hole kinetics �momen-
tum� of quasisteady jet pulsing over the global thermal protection.
Previous validations of the jet model for a steady injection using
Baldwin–Lomax �13–15� have shown that the predicted of later-
ally averaged effectiveness and Nusselt number are in good agree-
ment with measurement data �except very near the hole for high
blowing ratios� although the lateral spreading is underpredicted.
The computational mesh is made of one hexahedral block with
165�33�53=288,585 grid nodes in total. The first grid node
above the wall is placed so that the wall stretched distance is Y+

1 at this location. The grid discretization gives Nx=5 grid nodes
per hole diameter in the axial direction and Ny =9 grid nodes in
the lateral direction. This grid discretization has previously been
shown to be optimal in terms of computational efficiency versus
computational accuracy �13�.

4.3 Modeling of Freestream Static Pressure Fluctuation. A

fluctuating static pressure P̃s signal is introduced in the calculation
in order to simulate large-scale pressure fluctuation. For this pur-

pose, variation in time of the outlet static pressure P̃s
out is specified

as the outlet boundary condition,

P̃s
out�t� = P̄s − �Ps sin��


2
� · min�5

2
,1 + 16 · DC · F · t�	 �9�

where �Ps is half the targeted maximum pressure amplitude fluc-

tuation relative to the mean static pressure P̄s. Equation �9� is
valid for 0� t�1 /F. DC represents the duty cycle, which is fixed
to DC=0.5 in this study. The goal here is to reveal the impact of
the coolant reduced frequency and the mean blowing ratio level
on the surface thermal protection. With DC=0.5, the periodic pas-
sage of the wakelike signal as measured in turbine test rigs �see,
for instance, Haldeman et al. �5�� can well be reproduced �see also
Fig. 3�.

4.4 Flow Cases Investigated and Computational
Performance. The different flow cases investigated are tabulated
in Table 1. It appears that, except for the two highest frequency
cases �F=1600 Hz, 3200 Hz�, all computational requirements
given by Eq. �8� are fulfilled. For the two highest frequency cases,
the time �tupd between two jet model updates is the same as for
the time for a particle to convect inside the jet body for BR
=1.25. This means that the handling of the near hole jet body is at
the limit of its quasisteady assumption while still valid. For a low
mean blowing ratio, time �tupd is too low so that a discrepancy in
the modeled near hole mixing due to unsteady mixing may be
present in the simulation. In addition, we note that the pulsation
amplitude � increases with the pulsation frequency, except for the
F=1600 Hz case. In this case, the pulsation amplitude locally
reduces. An analysis of the data has shown that at this frequency
the interaction of spurious pressure waves, generated at the inlet
and outlet computational domain boundaries, smooth down the
fluctuation of pressure near the hole.

The computational overhead � due to the utilization of the jet
model has been calculated for all test cases. The computational
overhead � scales the temporal overhead to iterate once the CFD
algorithm when using the jet model versus the simulation of the
uncooled flat plate for the same grid. The envelope of the compu-
tational overhead has been found to be equal to �=4.2%, showing
the high computational efficiency of the jet model for performing
unsteady jet injection simulations. In addition, the mesh is very
simple �one hexahedral block� so that the preprocessing time is

largely decreased compared to the so-called complex approach,
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here the hole and plenum chambers are gridded. In connection
o this fact, the size of the grid is also lower than that in the
omplex approach.

Near Hole Pressure Signal and Related Blowing
atio

The recorded near hole pressure signal P̃s obtained from the
umerical solution for flow cases with pulsation frequencies of
= �200 Hz,800 Hz,3200 Hz� is plotted in Fig. 3 for BR=1.25. It

s superimposed with the instantaneous blowing ratio signal BR̃
omputed using Eq. �7�. The instantaneous blowing ratio is di-
ectly used for the jet model update. The recorded pressure signal
nd the related blowing ratio signal for the BR=0.75 case are very
imilar, except that the blowing ratio varies from 0.4 to 1.0. Near
ole pressure signals recorded for the other frequency cases are
imilar to those plotted in Fig. 3. It appears that the fluctuations of
he near hole pressure and instantaneous blowing ratio are rela-
ively similar. Furthermore, the fluctuation of the probed
reestream flow properties is not large enough to have a major
mpact on the instantaneous blowing ratio; the freestream bound-

t

BR = 1.25 F = 200 Hz = 0.03 = 1.2c Ψ

t

BR = 1.25 F = 800 Hz = 0.10 = 2.0c Ψ

t

BR = 1.25 F = 3200 Hz = 0.40 = 2c Ψ

�

�
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Fig. 3 Recorded near hole pressure Ps from the
ing ratio BR̄ as a function of time for BR̄=1.25

Table 1 Summary of flow cases investigated
tional requirements of the jet model utilization

BR F �Hz� 200 400

0.75 �c 0.04 0.08
� 1.50 1.66

Nper 120 60
�tjet 3.7�10−5 3.7�10
�tupd 4.2�10−5 4.2�10
�tper 2.5�10−3 1.3�10

1.25 �c 0.03 0.05
� 1.26 1.35

Nper 120 60
�tjet 2.2�10−5 2.2�10
�tupd 4.2�10−5 4.2�10
�tper 2.5�10−3 1.3�10
ournal of Heat Transfer
ary layer is established over the whole plate length so that it is less
sensitive to the fluctuation of the near hole static pressure than the
coolant. It is also observed that the pressure signal recorded in the
near hole region does not exhibit the same amplitude for all in-
vestigated test cases. In fact, the influence of the finite computa-
tional domain length and the treatment of the boundary conditions
could lead to an addition-destruction process of pressure waves as
a function of the pulsation frequency. This is especially true for
the F=1600 Hz case. Nevertheless, the range of amplitude ob-
tained �1.26���2.53� is in good agreement with turbine flow
conditions.

6 Time-Averaged Film Cooling Effectiveness
The predicted time-averaged laterally averaged wall adiabatic

film cooling effectiveness �̄ is plotted in Fig. 4 for the two mean
blowing ratios investigated as well as for all pulsation frequencies.
In addition, predicted �̄ for steady injection is also plotted for
comparison. It is observed in Fig. 4 that for all prediction results,
there are two zones of different rates of decrease in �̄ as a func-
tion of the axial distance x /d. Indeed, for axial positions x /d

BR
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5.0, the rates of decrease in �̄ are higher than those further
ownstream and are very similar for all frequencies for a given
lowing ratio. A previous experimental validation of the jet model
13� has already confirmed this flow feature; the influence of the
ounter-rotating vortex pair and jet penetration is dominant in the
ear hole downstream region but rapidly decays so that when the
ar downstream region is reached, mainly diffusion, combined
ith coolant absolute mass flux level, dominates. These experi-
ental validations have shown that the prediction of �̄ in the near

ownstream region is very good for the low blowing ratio case
BR�1.0� but, in general, too high for the high blowing ratio case
BR�1.0�. Meanwhile, for high blowing ratio cases, the pre-
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dicted values of �̄ obtained in the far downstream region are gen-
erally in good agreement with measurement data.

Focusing next on prediction results with the low mean blowing
ratio case �BR=0.75� in Fig. 4 �left�, it appears that the axial
evolution of cooling effectiveness exhibits a different behavior
between low frequencies ��c�0.08 or F�400 Hz� and high fre-
quencies. In low frequency cases, the rate of decrease of �̄ is very
similar to the steady prediction although it exhibits a slightly gen-
tler slope ���̄�−0.01�. For the high frequency cases ��c�0.17
or F�800 Hz�, the rate of decrease of �̄ is lower than that for the
steady prediction in the far downstream region. In addition, the
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reaking point from the near hole and far hole downstream re-
ions migrates upstream as a function of the frequency and gets
harper. Interestingly, the relative decrease of the pulsation ampli-
ude � for the F=1600 Hz case does not affect the trend. As a
onclusion, for a mean low blowing ratio, low frequency pulsation
�c�0.08� leads to a slightly lower cooling effectiveness than
teady injection although the rate of decrease of �̄ is very similar.
igh frequency pulsation ��c�0.17� leads to a better time-

veraged surface coverage due to a slower rate of decrease in �̄.
n particular, for these high pulsation frequencies, the switch from
he near hole flow physics to the far hole flow physics is sharper.
ote here that the measurement data of Coulthard et al. �11,12�
ave also shown that for a low mean blowing ratio �BR�1.0�,
ow to medium pulsation frequencies for the same coolant reduced
requency worsen the cooling effectiveness compared to steady
njection. On the contrary, high pulsation frequencies appear to
everse this trend.

The prediction results for the high mean blowing ratio case
BR=1.25, Fig. 4 �right�� appear to be somewhat different from
hose obtained with the low mean blowing ratio case. Indeed, the
redicted axial evolution of �̄ level for the steady injection case is
ound to be higher than all the pulsation cases, except for the
edium pulsation frequency case ��c=0.10 or F=800 Hz�. Here

t appears, in contrast to the low mean ratio case, that the relative
ow pulsation amplitude � in the F=1600 Hz case also partici-
ates in the overall decrease in cooling effectiveness �̄. In addi-
ion, the rate of decay of the �̄ level is similar for all injection
ases. In fact, it appears that the increase of the mean blowing
atio level damps the positive influence of the frequency pulsation
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Fig. 6 Space-time diagram of the predicted total temperature
planes x /d= †4,10,15‡ „right, with cross velocity vectors… and t
for four equally spaced time steps. BR̄=0.75 and �c=0.17 „F=
or spreading the coolant all over the surface.
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7 Time Accurate Thermal Field
In order to better understand the influence of jet pulsation fre-

quency and mean blowing ratio over the surface coolant effective-
ness, a time accurate analysis of the predicted thermal field down-
stream of the injection site is carried out using a space-time
diagram approach. The predicted total temperature TT contours on
the center plane �y /d=0.0�, the predicted wall adiabatic film cool-
ing effectiveness � on the flat plate surface �z /d=0.0�, and the
predicted total temperature contours with secondary flow vectors
on three cross planes �x /d= �4,10,15�� for four equally spaced
time steps are plotted in Figs. 5–10 for the two mean blowing
ratios investigated and for pulsation frequencies F=200 Hz �Figs.
5 and 8�, F=800 Hz �Figs. 6 and 9�, and F=3200 Hz �Figs. 7 and
10�.

7.1 Low Mean Blowing Ratio. The analysis of the thermal
field for the low mean blowing ratio case �BR=0.75� is carried
out first. It is observed that for the lowest pulsation frequency case
��c=0.03 or F=200 Hz and �=1.50� in Fig. 5, the coolant jet
acts similarly to steady jet blowing. Since the pulsation frequency
is relatively small, the convection of the fluid particle between
two consequently plotted time steps �25% of the overall pulsation
period� is fast and covers an axial distance of about x /d�19.
Unsteady mixing perpendicular to the streamwise direction is
therefore unlikely to be significant. Hence, coolant protection is
very similar to steady injection.

For the medium-high pulsation frequency case ��c=0.17 or F
=800 Hz and �=2.09� in Fig. 6, the thermal field gets more com-
plicated. Firstly, the convection of the coolant jet covers an axial
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he fact that the pulsation period decreases compared to the pre-
ious case ��c=0.03� means that the kinetic energy of the vertical
otion of the jet increases relatively to the kinetic energy in the

treamwise direction. In this context, at the instant of a low blow-
ng ratio amplitude �see, for instance, time step �t /�tper=0.00�,
he downwash motion of the jet pulse provokes the disintegration
f the jet structure because it hits the wall surface. As a result, it
an be seen on different cross planes �x /d=4 for �t /�tper=0.00,
/d=10 for �t /�tper=0.50, and x /d=15 for �t /�tper=0.75�, the

et transforms to a wall plane jet that laterally spreads the coolant
aterial all over the hole-to-hole pitch distance. Consequently,

uring the collapse of the jet structure on the flat plate surface, the
VP structure disappears. The sudden absence of the CVP struc-

ure is actually beneficial for the cooling of the surface since the
ntrainment of the hot freestream fluid underneath the jet is
topped. This new feature �jet disintegration� can explain the re-
uction of the slope of �̄ observed in Fig. 4. Meanwhile, the
ounterbalancing effect of this jet disintegration comes shortly
ater in time. The blowing ratio increases again, and, helped by the
pward momentum of the jet pulse, the jet structure quickly re-
hapes so that the strength of the CVP becomes even stronger than
he one observed for steady injection �not shown here�. It appears,
owever, that the jet does not lift off so that the coolant material
lways stays attached to the surface.

In the highest pulsation frequency case ��c=0.67 or F
3200 Hz and �=2.53� in Fig. 7, the same phenomenon of re-
eating cycles of coolant jet structure disintegration near the wall
urface and a sudden increase in the strength of the counter-
otating vortex pair is observed. In addition, a starting vortex is
learly identified when the rapid upward motion of the jet occurs.
eanwhile, in this case, it is noted that the increase in the pulsa-

ion frequency enables a continuous higher level of effectiveness
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Fig. 7 Space-time diagram of the predicted total temperatu
planes x /d= †4,10,15‡ „right, with cross velocity vectors… and t
for four equally spaced time steps. BR̄=0.75 and �c=0.67 „F=
ll along the flat plate compared to the former jet pulsation case
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analyzed. In connection to this, the lateral spreading of the coolant
appears to be periodically enhanced, as for the former pulsation
case, but with closer repeating occurrences. Furthermore, by close
inspection of cross plane prediction �Fig. 7 �right��, it appears that
the rapid succession of jet pulses provokes an overlapping of the
successive jet disintegration on the wall surface. Indeed, when the
jet is lifting off again, there is still a trace of coolant coming from
the previous wall plane jet �see, for instance, plot x /d=10 and
�t /�tper=0.25 or plot x /d=15 and �t /�tper=0.50�. Hence, this
can explain why cooling effectiveness is better with the highest
pulsation frequencies compared to a steady injection, as observed
in Fig. 4 �left�; the combination of overlapping of jet pulses at-
tached to the wall and jet disintegration is beneficial.

7.2 High Mean Blowing Ratio. As it has been found in Fig.
4 �right�, the influence of the pulsation frequency is more compli-
cated for a higher mean blowing ratio. In order to deal with this
issue, the thermal field evolution of the pulsating coolant jet at a
low frequency ��c=0.03 or F=200 Hz and �=1.26� is first ana-
lyzed in Fig. 8. As opposed to the low mean blowing ratio case, it
is observed here that the coolant jet periodically detaches from the
flat plate surface when the jet pulsing is near its blowing peak.
Hence, periodically, cooling of the flat plate surface does not oc-
cur at all, which yields a significant detrimental impact on the
overall time-averaged cooling of the surface. Furthermore, at
some instants �see, for instance, cross plane x /d=10,15 and
�t /�tper=0.25�, the coolant jet structure clearly breaks into two
symmetrical cores of highest concentration of the coolant mate-
rial. This is the mark of an enhanced strength of the CVP caused
by the momentaneous high blowing. The identification of the pe-
riodic coolant jet detachment without the corresponding jet disin-
tegration in the opposed phase explains the degradation of the
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time-averaged coolant protection as found in Fig. 4.
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The prediction results for the medium-high frequency case
�c=0.10 or F=800 Hz and �=2.00� shown in Fig. 9 also ex-
ibit a complex flow structure. In observing the thermal field in
he center plane in Fig. 9 �top left�, at time �t /�tper=0.00, the jet
igh momentum downwash is expected to make the jet collapsing
nto the flat plate surface, as it has been observed with the corre-
ponding low mean blowing case. However, the fact that in this
ase the mean blowing ratio is higher leads to damp this effect;
here is effectively a lateral spreading of the near wall coolant

aterial �see, for instance, cross plane x /d=4 at time �t /�tper
0.00�, but the usual coolant jet structure remains. As a conse-
uence, although the CVP does not disappear, the near wall region
eriodically experiences a weak wall plane jet, with its enhanced
ateral spreading. This can be visualized in the cross plane x /d
10 at time �t /�tper=0.50 and in the evolution of the contours of
on the flat plate surface. When the jet pulse cycle is close to
aximal blowing, the jet completely detaches from the flat plate

urface. This phenomenon can be observed at all cross planes. The
nstantaneous impact on the film cooling effectiveness is obvi-
usly its decay down to a negligible value. As a conclusion, the
lended effect of the beneficial mild jet disintegration and the
eriodical jet detachment from the surface explains the slightly
etter performance of cooling relative to steady injection.

In the highest pulsation frequency case ��c=0.40 or F
3200 Hz and �=2.21� in Fig. 10, the coolant jet appears to have
ortical structures that periodically detach from the flat plate sur-
ace. The overlapping jet pulse effect, previously observed in the
orrespondingly low mean blowing ratio case, does also exist
ere. However, in this case, the trajectory of the local temperature
inima is now detached from the wall. This means that although

he beneficial aspect of jet pulse overlapping is observed, the spa-
ial position of the generated temperature minima is not optimally
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Fig. 8 Space-time diagram of the predicted total temperature
planes x /d= †4,10,15‡ „right, with cross velocity vectors… and t
for four equally spaced time steps. BR̄=1.25 and �c=0.03 „F=
ocated, i.e., it does not lie on the flat plate surface. This can

ournal of Heat Transfer
clearly be observed in center plane plots as well as in cross plane
plots, for instance, at x /d=15 and at time �t /�tper=0.50. Thus,
although the overlapping of the coolant jet pulse helps increasing
cooling the effectiveness, it is not sufficiently high in this case to
counterbalance the periodic high upwash motion �i.e., lift-off� of
the jet. In addition, the observation of results for the slightly lower
pulsation frequency case ��c=0.20 or F=1600 Hz and
�=1.33�—not shown here—has shown that the jet pulse overlap-
ping is not yet fully established and, because of the smaller pul-
sation amplitude relative to the highest pulsation frequency case,
the mild jet disintegration is not established. Hence, this can ex-
plain why �̄ is particularly low for this case �see Fig. 4�.

8 Conclusion
A parametric study of pulsing film cooling jets applicable to

turbine flow has been carried out, thanks to the use of an experi-
mentally anchored feature-based jet model. Using this jet model,
preprocessing time to mesh the injection hole and plenum is alle-
viated. The processing time is also kept to a minimum value since
the grid does not contain the hole and plenum. The computational
overhead when using the jet model is only 4.2% compared to an
uncooled prediction. The prediction results lead to the following
conclusions.

• The fluctuation of the near hole static pressure as it occurs in
turbines provokes a significant pulsation of the coolant jet so
that the downstream thermal field is modified compared to a
steady injection.

• For a low mean blowing ratio �BR=0.75� and relatively low
pulsation frequencies ��c�0.08�, the time-averaged cool-
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Fig. 9 Space-time diagram of the predicted total temperature TT contours on the center plane y /d=0 „top left… on three cross
planes x /d= †4,10,15‡ „right, with cross velocity vectors… and the predicted effectiveness � on the flat plate z /d=0 „bottom left…
for four equally spaced time steps. BR̄=1.25 and �c=0.10 „F=800 Hz….
T
IM
E

SPACESPACE

Y/d [-]

Z/
d
[-]

-1 0 10

0.5

1

1.5

2 380
370
360
350
340
330
320
310
300

10

X/d = 10.0 Tt [K]

[m
/s
]

Y/d [-]
Z/
d
[-]

-1 0 10

0.5

1

1.5

2 380
370
360
350
340
330
320
310
300

10

X/d = 15.0 Tt [K]

[m
/s
]

Y/d [-]

Z/
d
[-]

-1 0 10

0.5

1

1.5

2 380
370
360
350
340
330
320
310
300

10

X/d = 4.0 Tt [K]

[m
/s
]

� per�t/ t = 0.25

Y/d [-]

Z/
d
[-]

-1 0 10

0.5

1

1.5

2 380
370
360
350
340
330
320
310
300

10

X/d = 10.0 Tt [K]

[m
/s
]

Y/d [-]

Z/
d
[-]

-1 0 10

0.5

1

1.5

2 380
370
360
350
340
330
320
310
300

10

X/d = 15.0 Tt [K]

[m
/s
]

Y/d [-]

Z/
d
[-]

-1 0 10

0.5

1

1.5

2 380
370
360
350
340
330
320
310
300

10

X/d = 4.0 Tt [K]

[m
/s
]

� per�t/ t = 0.00
BR = 1.25 F = 3200 Hz = 0.40 = 2.21�c Ψ

Y/d [-]

Z/
d
[-]

-1 0 10

0.5

1

1.5

2 380
370
360
350
340
330
320
310
300

10

X/d = 10.0 Tt [K]

[m
/s
]

Y/d [-]

Z/
d
[-]

-1 0 10

0.5

1

1.5

2 380
370
360
350
340
330
320
310
300

10

X/d = 15.0 Tt [K]

[m
/s
]

Y/d [-]

Z/
d
[-]

-1 0 10

0.5

1

1.5

2 380
370
360
350
340
330
320
310
300

10

X/d = 4.0 Tt [K]

[m
/s
]

� per�t/ t = 0.75

Y/d [-]

Z/
d
[-]

-1 0 10

0.5

1

1.5

2 380
370
360
350
340
330
320
310
300

10

X/d = 10.0 Tt [K]

[m
/s
]

Y/d [-]

Z/
d
[-]

-1 0 10

0.5

1

1.5

2 380
370
360
350
340
330
320
310
300

10

X/d = 15.0 Tt [K]

[m
/s
]

Y/d [-]

Z/
d
[-]

-1 0 10

0.5

1

1.5

2 380
370
360
350
340
330
320
310
300

10

X/d = 4.0 Tt [K]

[m
/s
]

� per�t/ t = 0.50

X/d [-]

Z/
d
[-]

0 5 10 15 20 250

1

2

3 380
370
360
350
340
330
320
310
300

Tt [K]t/ t = 0.00per� �

X/d [-]

Z/
d
[-]

0 5 10 15 20 250

1

2

3 380
370
360
350
340
330
320
310
300

Tt [K]t/ t = 0.25per� �

X/d [-]

Z/
d
[-]

0 5 10 15 20 250

1

2

3 380
370
360
350
340
330
320
310
300

Tt [K]t/ t = 0.50per� �

X/d [-]

Z/
d
[-]

0 5 10 15 20 250

1

2

3 380
370
360
350
340
330
320
310
300

Tt [K]t/ t = 0.75per� �

BR = 1.25 F = 3200 Hz = 0.40 = 2.21�c Ψ

lifted-off trajectory of temperature minimum

X/d [-]

Y/
d
[-]

0 5 10 15 20 25-2
-1
0
1
2 1

0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.05

η [−]� per�t/ t = 0.25

X/d [-]

Y/
d
[-]

0 5 10 15 20 25-2
-1
0
1
2 1

0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.05

η [−]� per�t/ t = 0.50

X/d [-]

Y/
d
[-]

0 5 10 15 20 25-2
-1
0
1
2 1

0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.05

η [−]� per�t/ t = 0.75

X/d [-]

Y/
d
[-]

0 5 10 15 20 25-2
-1
0
1
2 1

0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.05

η [−]� per�t/ t = 0.00
BR = 1.25 F = 3200 Hz = 0.40 = 2.21�c Ψ

380 300
380 300

0.05 1

Fig. 10 Space-time diagram of the predicted total temperature TT contours on the center plane y /d=0 „top left… on three cross
planes x /d= †4,10,15‡ „right, with cross velocity vectors… and the predicted effectiveness � on the flat plate z /d=0 „bottom left…

¯ c
for four equally spaced time steps. BR=1.25 and � =0.40 „F=3200 Hz….
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tion and follows a similar axial evolution downstream of the
injection site.

• For a low mean blowing ratio �BR̄=0.75� and high near hole
static pressure fluctuation ��c�0.17�, the time averaged
cooling effectiveness appears to be better than that for
steady injection. This is due to periodic coolant jet disinte-
gration after the injection site yielding a wall plane jet and
also, for very high fluctuation ��c=0.67�, an overlapping of
the jet pulses after the injection. In addition, jet pulsation
amplitude variation of the order of 1.43���2.53 appears
not to have a significant influence on the cooling effective-
ness.

• For a medium-high mean blowing ratio �BR̄=1.25�, the jet
lift-off, compared to steady injection, is constantly enhanced
for all frequencies. Furthermore, although the overlapping
of jet pulses also occurs at high pulsation frequencies, it is
detached from the surface and therefore does not optimally
participate in the increase in cooling effectiveness. Hence,
steady injection leads, in general, to a better coverage of
coolant downstream of the hole compared with induced
pulsed injection. At this mean blowing ratio level, the am-
plitude of the jet pulsation appears also to influence the ac-
tion of the coolant onto the surface to be thermally pro-
tected.

• Overall, the near hole pressure fluctuation, typical of a film-
cooled turbine flow, has a moderate impact on the thermal
protection of the downstream surface.

Current limitations of the jet model, such as impact of near hole
nsteady mixing and turbulence on the precise far hole thermal
iffusion, are currently being addressed. Developments of the cur-
ent jet model to be able to cope with unsteady multistage film-
ooled turbine flows using higher-level anisotropic turbulence
odels are to be carried out. Furthermore, modifications of the
ixing model to be imposed at the sides of the near hole jet body

aused by flow unsteadiness are being developed. Eventually,
ompanion surface and three-dimensional flow field experimental
ata are requested to confirm these numerical predictions.

cknowledgment
The authors would like to acknowledge the support of the jet
odel development project by GE Aviation through their univer-

ity strategic alliance program. The first author thanks the permis-
ion of Alstom �Switzerland� Ltd. to publish this paper.

omenclature
� � flow quantity

x ,y ,z � axial, lateral, and vertical �spanwise�
coordinates

u � absolute velocity magnitude
	 � density
P � pressure
T � temperature

M � Mach number
d � hole diameter
l � geometrical feature length

�00 � streamwise and lateral injection angles
DR � density ratio=	c /uf

BR � blowing ratio=	cuc /	 fuf

ṁ � mass flow
Cd � discharge coefficient
F � dominant harmonic �pulsating frequency�
Rg � gas constant for air=287 J /kg K

ournal of Heat Transfer
� � reduced frequency
� � pulsation amplitude coefficient
� � specific heat ratio for air=1.4

�t � time interval
� � wall adiabatic film cooling

effectiveness= �Trecovery−Tadiabatic wall� / �Trecovery

−TT
c�

Nupd � number of jet model update per period

Subscripts/Superscripts
T � total
s � static
c � coolant fluid
f � freestream fluid

upd � between two model updates
per � half the fluctuation period
jet � travel in the near hole jet
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Thermal Transport Characteristics
of Mixed Pressure and
Electro-Osmotically Driven Flow
in Micro- and Nanochannels With
Joule Heating
This study investigates convective transport phenomena of combined electro-osmotic and
pressure-driven flow in a microchannel subject to constant surface heat flux, with Joule
heating effect taken into account. The governing system of equations includes the electric
potential field, flow field, and energy equations. Analytical solutions are obtained for
constant fluid properties, while numerical solutions are presented for variable fluid prop-
erties. For constant properties, the problem is found to be governed by three ratios: the
length scale ratio (the ratio of Debye length to half channel height), the velocity scale
ratio (the ratio of pressure-driven velocity to electro-osmotic velocity), and the ratio of
Joule heating to surface heat flux. A small length scale ratio corresponds to a microchan-
nel, while finite length scale ratio represents a nanochannel. For electro-osmotic flow
only, the momentum transport is solely a function of the length scale ratio. For combined
electro-osmotic and pressure-driven flow, the velocity profile and therefore the friction
factor depend on both the length scale ratio and the velocity scale ratio. Assuming a
thermally fully developed flow, analytical expressions for the normalized temperature
profile and Nusselt number are developed. The representative results for the friction
factor, normalized temperature profile, and Nusselt number are illustrated for some typi-
cal values of the three ratios. For purely electro-osmotic flow, it is found that the Nusselt
number increases with decreasing �, approaching the value for slug flow as the length
scale ratio approaches zero. For mixed flow with a given length scale ratio, the results
show that the Nusselt number decreases with the velocity scale ratio, approaching the
classical Poiseuille flow as the velocity scale ratio approaches infinite. When the effects
of variable fluid properties are included in the analysis, numerical solutions are gener-
ated to explore the influence of thermal conductivity and viscosity variations with local
temperature on the hydrodynamic and thermal characteristics of the fluid. These
temperature-dependent property variations would initially develop pressure-driven flow,
and correspondingly the dimensionless velocity and volume flow rate increase to account
for such variations. The friction factor reduces considerably with viscosity variation,
while the Nusselt number increases gently. Although the influence of thermal conductivity
variation on the hydrodynamic characteristics is not impressive, it has certain impact on
the heat transfer results; more specifically, increasing the conductivity variation will
produce a sensible increase in Nusselt number but a small decrease in the normalized
temperature. �DOI: 10.1115/1.2994720�

Keywords: electro-osmosis, microfluidics, convection heat transfer, Joule heating
Introduction

Transport phenomena in microchannels have recently found im-
ortance in a wide variety of practical applications, ranging from
he cooling of electronic devices �1–4� to biological analysis and
nalytical chemistry �5–8�. Fluid delivery is crucial in the micro-
uidic systems because of the small size of these devices, and
ence the pumping method needed for microdevices is quite dif-
erent from that of macroscale devices. To meet the pumping re-
uirements of these microdevices, various techniques have been
roposed for fluid pumping, such as electrostatic �9�, piezoelectric
10�, electrohydrodynamic �11�, magnetohydrodynamic �12�, and
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electro-osmotic �13–15� pumping. Among them, the electro-
osmotic micropump has been favored due to its many advantages
over other types of micropumps. Electro-osmotic pumps need no
moving parts and have much simpler design and easier fabrica-
tion. It is applicable to a wide range of conductivity of fluids,
which is essential for biomedical applications. Also, precise flow
control can be achieved easily by controlling the external electric
field. Electro-osmosis �first discovered by Reuss in 1809 from an
experimental study on porous clay diaphragms� refers to liquid
flow induced by an applied external electric field along electro-
statically charged surfaces, and therefore the electro-osmotic flow
�EOF� is quite different from the traditional pressure-driven flow.
In a steady-state flow field, the velocity profile of the pressure-
driven flow assumes a parabolic shape in the fully developed re-
gion. In an electro-osmotically driven flow, an externally electric
field is applied to produce a body force that then drives fluid

motion. The physics of this unique mechanism has been described

FEBRUARY 2009, Vol. 131 / 022401-109 by ASME
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n detail in the literature �see, for example, Ref. �16��. The electro-
smotic flow velocity profile depends on the ratio of the Debye
ength to the characteristic length of the microchannel, where the
ebye length characterizes the thickness of the electric double

ayer �EDL�. When the Debye length is much smaller than the
hannel length scale, the velocity profile is nearly uniform �char-
cterized by slug flow�. On the other hand, the Debye length is of
he same order as the channel characteristic length, while the ve-
ocity profile is practically like that of classical pressure-driven
ow. Electro-osmotic flow has been used extensively in microde-
ices to move packets of fluid. Many applications involve either
hemical separation, heterogeneous or homogeneous chemical re-
ctions, and/or heating/cooling cycles, and some may involve
ombinations of forced �pressure-driven� and electro-osmotic
ow. The flow rate induced by electro-osmitic force is usually
mall, and therefore even a small pressure gradient applied along
microchannel may cause velocity distributions and correspond-

ng flow rates that deviate from the pure electro-osmotic flow. The
ressure gradient may stem from several reasons, such as the pres-
nce of alternative pumping mechanism, placement of mechanical
alve in the flow path, and the existence of variations in the wall
eta potential �17�. When electro-osmotic and traditional pressure
orces are present simultaneously, the resulting velocity profile is

superposition of the electro-osmotic and pressure-driven flows
16�. It is noted that the pressure gradient may be either adverse or
avorable to the electro-osmotic flow, depending on the relative
igns of the potential gradient and applied pressure gradient. Since
he velocity distributions of combined pressure and electro-
smotically driven flow are much different from either purely
lectro-osmotic flow or traditional pressure-driven flow, the ther-
al behavior may also be quite different.
To date, relatively less attention has been paid to the thermal

ehavior associated with the mixed pressure and electro-
smotically driven flow. An analysis for fully developed thermal
ransport was carried out by Maynes and Webb �18� for combined
ressure and electro-osmotically driven flow in a circular micro-
ube. They presented analytical results for the for fully developed
usselt number. They also investigated the effect of viscous dis-

ipation effect on the heat transfer of purely electro-osmotic flow
n microchannels �19� and reported that viscous dissipation effect
s only important at low values of the relative duct radius, and
hus concluded that the influence of viscous dissipation is negli-
ible for most practical electro-osmotic flow applications. Very
ecently, Das and Chakraborty �20� presented analytical solutions
or the transport characteristics of a non-Newtonian power-law
uid through a parallel-plate microchannel. As an illustrative case
tudy, they analyzed the flow behavior of a blood sample. In the
resent work, we deal with the problem of convective heat trans-
er for mixed electro-osmotic and pressure-driven flow in a mi-
rochannel subject to constant surface heat flux. The governing
ystem of equations consists of the electric potential field, flow
eld, and energy equations. We first perform an analysis under the
ssumption of constant fluid properties �as made in the previous
tudies� to develop analytical expressions for velocity and tem-
erature profiles, friction factor, and the fully developed Nusselt
umber. It should be noted that constant fluid properties can be
ustified only when the temperature change is small �less than 10
�. Well-known solutions to the Poisson–Boltzmann equation
ive the electrical potential distribution, the net electric charge
ensity, and subsequently the body force due to an externally
pplied field. Similarly well-known solutions to the momentum
quation with an electrokinetic body force yield the velocity pro-
le of a fully developed parallel flow. The associated thermal

ransport problem with a constant surface heat flux boundary con-
ition is solved to obtain the normalized temperature profiles and
usselt number, which are shown to be dependent on the length

cale ratio � �i.e., the ratio of Debye length �D to half channel
eight H, or �=�D /H�, the velocity scale ratio � �i.e., the ratio of

he pressure-driven velocity scale for Poiseuille flow to

22401-2 / Vol. 131, FEBRUARY 2009
Helmholtz–Smoluchowski velocity for electro-osmotic flow, or
�=uPD /uHS�, and the ratio of Joule heating to surface heat flux G.
It is noted from the definition of the length scale ratio that the case
of ��1 corresponds to a microchannel, while it is the case for a
nanochannel when � is finite. Also, the velocity scale ratio can
take on positive or negative values, depending on the signs of the
streamwise potential and pressure gradients imposed. Representa-
tive results for temperature profiles, friction factor, and Nusselt
number are presented and discussed for a range of the these three
ratios.

In general, viscosity and thermal conductivity of fluid would
vary with local temperature, and hence it is practical to investigate
the effects of such variations on the heat transfer of flow caused
by electro-osmotic and/or pressure forces in a microchannel.
Since the flow field is coupled with the temperature field for vari-
able fluid properties, the resulting problem is solved numerically
for several representative values of the governing parameters. Nu-
merical results reveal that variations in viscosity and thermal con-
ductivity with local temperature initially develop pressure-driven
flow, and thereby alter the hydrodynamic and thermal character-
istics of the fluid. As a result, the dimensionless velocity and
volume flow rate increase due to such variations. It is shown
further that the friction factor decreases noticeably with viscosity
variation, while the Nusselt number increases tenderly. Even
though the effects of conductivity variation on velocity profile and
friction factor are insignificant, it somewhat modifies the thermal
characteristics of the liquid. Particularly, increasing the conductiv-
ity variation will produce a moderate increase in the Nusselt num-
ber but a small reduction in the normalized temperature.

2 Formulation and Solutions
Since electro-osmotic flows and EDL have been discussed at

length in the literature, e.g., Ref. �16�, here we only review the
essential governing equations and controlling parameters for the
comprehensive understanding of the electro-osmotically driven
flow. Consider the electro-osmotic flow in a parallel-plate micro-
channel with one-half channel width H. An illustration of the
problem is depicted in Fig. 1. It is assumed that the convective
transport of ions is negligible, that the EDL does not overlap the
center of the channel, and that both significant variations in cation
and anion and the local electric potential occur in the normal
direction to the channel walls. These assumptions yield the steady
Boltzmann distribution of ions in the EDL. We also assume that
the zeta potential is uniform over the channel surface. Under the
above assumptions, for steady electro-osmotic flows through
straight channels, it is reasonable to model the electrical potential
by the following Poisson–Boltzmann equation �16,21�.

d2�

dy2 = −
�e

�m
�1�

where �m is the dielectric constant of the electrolyte, and �e is the
net electric charge density. The associated boundary conditions
are �=� �zeta potential� at the wall and d� /dy=0 at the center-

Fig. 1 Problem definition and coordinate system
line. For a symmetric dilute electrolyte �i.e., the coions and coun-
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erions have the same charge valence�, the electric charge density
an be given by �16�

�e = − 2n0ez sinh� ez�

kBT
� �2�

here n0 is the ion density �in molar units�, e is the electron
harge, z is the valence, kB is the Boltzmann constant, and T is the
bsolute temperature. Invoking the Debye–Huckel linear approxi-
ation �which is appropriate for small cation and anion concen-

ration differences �22��, the electrical potential is assumed to be
mall compared with the thermal energy of the ions, i.e., �ze��

�kBT� so that sinh�ze� /kBT��ze� /kBT, then the electrical po-
ential distribution is determined to be

��y� =
� cosh�	y�
cosh�	H�

�3�

here 	= �2n0z2e2 /�mkBT�1/2=1 /�D is the Debye–Huckel param-
ter with �D denoting the Debye length. It is noted that for a
ymmetrical univalent electrolyte at 25°C, this approximation is
ound to be valid for small potentials, i.e., �
25.7 mV.

In a steady-state and hydrodynamically fully developed flow,
he streamwise momentum equation and the thermal energy equa-
ion are given by

�

�y
	��T�

�u

dy

 −

dp

dx
= − �eEx �4�

�cpu
�T

�x
=

�

�x
	k�T�

�T

�x

 +

�

�y
	k�T�

�T

�y

 + q̇ �5�

here q̇ is the volumetric heat source in the fluid, and �, cp, and �
re the fluid density, specific heat, and electrical conductivity, re-
pectively. It is noted that Eq. �4� describes the force balance
mong the viscous force, applied pressure gradient, and the elec-
ric body force. The electric body force can be expressed as

�eEx = −
�m�Ex

�D
2

� cosh�y/�D�
cosh�H/�D�

�6�

n general, the volumetric heat source consists of Joule heating
nd the viscous dissipation components. Since the electrokinetic
otential in electro-osmotic flow diminishes within the effective
ebye layer thickness  over which a velocity gradient is present.
ypically,  is only few times of Debye length; accordingly, vis-
ous dissipation term is only active within the effective EDL .
n the other hand, Joule heating due to electric current will have

ffect over the whole volume. For electro-osmotic flow in a cir-
ular microtube, it has been shown that the influence of viscous
issipation is only important at low values of the relative duct
adius, and thus the effect of viscous dissipation is negligible as
ompared with the Joule heating �18�. Now, it is instructive for the
resent study to examine the relative importance of viscous dissi-
ation and Joule heating for EOF in a 2D straight channel. An
rder-of-magnitude analysis indicates that the thermal energy gen-
rated by viscous dissipation per channel length is of the order
�WuHS

2 / and that due to Joule heating is of the order
�2�HWuHS

2 /�m
2 �2, in which uHS=−�m�Ex /� is the Helmholtz–

moluchowski velocity. As a result, the ratio of viscous dissipa-
ion to Joule heating is of the order �m

2 �2 / ����DH�. For illustra-
ion purposes, consider the typical electro-osmotic flow of an
queous solution of a symmetrical electrolyte at 25°C ��
10−3 S /m, �m=6.9327�10−10 C2 /N m2�, and the value for
eta potential is taken as �=−25 mV, then viscous dissipation is
omparable to Joule heating if H
5�10−8 m. In other words,
he Joule heating term is dominating when the channel height is
arger than 0.1 �m. Thereby, viscous dissipation is comparable to
oule heating in nanoscale channels. However, we neglect viscous
issipation in the first study for the present problem. The volumet-

ic Joule heating arising from the conduction current may be ac-

ournal of Heat Transfer
curately modeled using Ohm’s law �23�. Furthermore, for low zeta
potential �as is considered here� the current density is essentially
uniform across the channel height �24,25�, and thus this energy
generation is uniformly distributed across the microchannel cross
section. According to Ohm’s ie=�Ex, in which ie is the current
density and � is the fluid electrical conductivity, the volumetric
heat generation due to Joule heating can hence be expressed as
q̇=�Ex

2.
The previous studies in the field assume viscosity and thermal

conductivity to be independent of the local temperature, but this
can only be justified for smaller temperature changes �less than 10
K�. To account for the effects of variable viscosity and variable
thermal conductivity on the flow and heat transfer, variations of
the viscosity and thermal conductivity with temperature are as-
sumed, as usual, to be in the following form:

��T� = �ref exp�− ��T − Tref�� �7�

and

k�T� = kref�1 + ��T − Tref�� �8�

where Tref is a constant reference temperature. For most liquids,
viscosity decreases with temperature, i.e., � is positive. Also, � is
positive for fluids such as water. For a thermally fully developed
flow, it requires that

�

�x
	Ts�x� − T�x,y�

Ts�x� − Tm�x� 
 = 0 �9�

where Ts is the local wall temperature, and Tm is the bulk mean
fluid temperature, respectively. The bulk mean fluid temperature is
determined from

Tm =
1

umAc
�

Ac

uTdAc

where um is the mean fluid velocity, defined as

um =
1

Ac
�

Ac

udAc

Under an imposed constant surface heat flux condition �qs�
=constant�, after expanding Eq. �9� and solving for �T /�x, we
have �T /�x=dTm /dx=constant and thus �2T /�x2=0. Using Eqs.
�6�–�8�, the momentum and energy equations �4� and �5� can be
rewritten as

��T�
�2u

�y2 +
���T�

�y

�u

dy
−

dp

dx
−

�m�Ex

�D
2

� cosh�y/�D�
cosh�H/�D�

= 0 �10�

�cpu
dTm

dx
= k�T�

�2T

�y2 + kref�	�dTm

dx
�2

+ � �T

�y
�2
 + �Ex

2 �11�

The associated boundary conditions are

�u

�y
= 0 at y = 0, u = 0 at y = H �12a�

�T

�y
= 0 at y = 0, qs� = k

�T

�y
at y = H �12b�

Since Eqs. �10� and �11� are coupled, in general, they need to be
solved numerically. However, possible analytical solutions can be
found for the case of constant fluid properties, i.e., both � and k
are independent of temperature.

2.1 Analytical Solution for Constant Fluid Properties. For
relatively small temperature variation �less than 10 K�, the fluid
properties can be assumed to be independent of temperature varia-
tion. It is noted that because of the symmetry of the problem with

respect to the channel axis, only one-half of the channel, i.e., the

FEBRUARY 2009, Vol. 131 / 022401-3
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pper portion, is considered. With �=const and the use of Eq. �6�,
q. �4� is integrated twice to obtain the velocity distribution as

u�y� = uHS	1 −
cosh�	y�
cosh�	H�
 + uPD	1 − � y

H
�2
 �13�

n the above, the velocity scale uHS=−�m�Ex /� is known as the
elmholtz–Smoluchowski electro-osmotic velocity, the grouping

m� /� is often termed the electro-osmotic mobility of the liquid,
nd uPD=−H2�dp /dx� /2� is the pressure-driven velocity scale
Poiseuille flow�. Consequently, the dimensionless velocity profile
ased on the “microfluidic scaling” can be expresses as

U��� =
u

uHS
= 1 −

cosh��/��
cosh�1/��

+ ��1 − �2� �14�

here �=y /H, �=�D /H, and �=uPD /uHS is the ratio of the two
elocity scales. It is noted that � can also represent the ratio of
ressure to electro-osmotic driving force; this can be understood
y expressing this ratio as �= �H2 /2�m��� ��dp /dx� /Ex�. The di-
ensionless average velocity �or dimensionless volume flow rate�

an be expressed as

Ū =
um

uHS
= Q̄ =

Q

AcuHS
= 1 − � tanh�1

�
� +

2

3
� �15�

here Q is the volume flow rate, which can be obtained by inte-
rating the velocity profile across the channel. The friction factor
s defined as

f =
�w

�um
2 /2

�16�

here �w=−��du /dy� �y=H is shear stress at the channel wall. Us-
ng Eqs. �14� and �15�, we have

f Re = 24�
1

�
tanh�1

�
� + 2�

3 − 3� tanh�1

�
� + 2� �17�

here Re=�umDh /� is the Reynolds number.
In this case, the thermal conductivity is constant and the energy

q. �11� reduces to

�cpu
dTm

dx
= k

�2T

�y2 + �Ex
2 �18�

erforming an overall energy balance on the fluid leads to

dTm

dx
=

qs� + H�Ex
2

�cpumH
�19�

ecall the thermally fully developed condition �9�, the tempera-
ure distribution can be written in the form

T�x,y� = Ts�x� −
qs�

h
���� �20�

n the above, � is a function of � only and h=qs� / �Ts−Tm� is the
onvective heat transfer coefficient. With the use of Eqs. �19� and
20�, the energy equation �18� reduces to

d2�

d�2 =
1

4
Nu	G −

u

um
�1 + G�
 �21�

here Nu is the Nusselt number, and G is the ratio of energy
eneration due to Joule heating to the surface heat flux. They are
efined as

Nu =
hDh

k
, G =

H�Ex
2

qs�
�22�

here Dh is the hydraulic diameter of the channel. It is noted that

he parameter G can be either positive or negative. A negative

22401-4 / Vol. 131, FEBRUARY 2009
value of G indicates a negative surface heat flux �i.e., surface
cooling�. The appropriate boundary conditions of Eq. �21� are

� ��

��
�

�=0

= 0, ���=1 = 0 �23�

Using Eqs. �14� and �15�, a solution to Eq. �21� subject to bound-
ary conditions �23� is

���� = Nu�C1�1 − �2� + C2�1 − �4� + C3	1 −
cosh��/��
cosh�1/�� 
�

�24�

where

C1 =
1

8	 �1 + G��1 + ��

Ū
− G
 �25a�

C2 = −
��1 + G�

48Ū
�25b�

C3 = −
�2�1 + G�

4Ū
�25c�

So far, the Nusselt number Nu in Eq. �24� is unknown. It can be
determined by evaluating the bulk mean fluid temperature, which
results in

1

Ū
�

0

1

U�������d� = 1 �26�

Substitute Eqs. �14� and �24� into Eq. �26� and integrate to get

Nu = C4Ū �27�

where

C4
−1 =

1

210
�14�10C1 + 12C2 + 15C3 − 30�C1 + 2C2��2 − 360C2�4�

+ 4�28C1 + 32C2 + 35C3�1 − 3�2���� +
1

2
�C3 sech2�1/��

+ ��4�2�C1 + 6C2 + 12C2�2� + C3�− 3 + 4�2���tanh�1/���
�28�

The normalized fluid temperature is also of interest, and it can be
calculated from

���� =
T − Tm

Hqs�/k
=

4

Nu
�1 − ����� �29�

It is interesting to note that the dimensionless surface temperature
is

�s =
4

Nu
�30�

Also, the normalized temperature-difference distribution across
the channel can be readily determined to be

����� = �s − � =
4����

Nu
�31�

2.2 Numerical Solutions for Variable Fluid Properties.
When the variations in viscosity and thermal conductivity with
local temperature are taken into consideration, the flow field is
coupled with the temperature field, and thus the governing equa-
tions together with the associated boundary conditions �Eqs. �10�,
�11�, �12a�, and �12b�� are solved numerically. To facilitate the
analysis, we transform the set of equations into the following

nondimensional form:
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eA��U� + AU���� +
1

�2

cosh��/��
cosh�1/��

+ 2� = 0 �32�

�1 + B���� + B����2 − �1 + G

Ū
�U + B�1 + G

PeŪ
�2

+ G = 0

�33�

U� = 0 at � = 0, U = 0 at � = 1 �34�

�� = 0 at � = 0, �� = 1/�1 + B�� at � = 1 �35�

n the above, the prime indicates differentiation with respective to
, and we have introduced the following dimensionless variables:

� =
�D

H
, ���� =

T − T0

Hqs�/k0

, A = −
�Hqs�

k0
, B =

�Hqs�

k0
, Pe =

uHSH

�0

�36�

here the reference temperature is taken as the inlet temperature
0 for the definition of the dimensionless temperature �, Pe is the
eclet number, and �=k0 /�cp. The other dimensionless variables
ave been defined previously. It is also noted that A�0 and B
0 for a positive heat flux qs� and vice versa.
Physical quantities of interest include the dimensionless mean

elocity Ū, friction factor f , dimensionless mean temperature, and
usselt number. It is easy to show that

Ū =�
0

1

U���d� �37�

f Re = −
8

Ū
�eA�U���=1 �38�

�m =
Tm − T0

Hqs�/k0

=

�
0

1

U�������d�

�
0

1

U���d�

�39�

Nu =
hDh

k0
=

4

�s − �m
�40�

he normalized fluid temperature ���� defined in Eq. �29� can be
elated to the dimensionless temperature ���� from

���� = ���� − �s +
4

Nu
�41�

umerical solutions for the transformed governing equations �32�
nd �33�, subjected to the boundary conditions �34� and �35�, have
een generated by an implicit finite-difference method. First, the
ransformed differential equations were rewritten as a first-order
ystem, which is then converted into a set of finite-difference
quations using central differences. Next, we use Newton’s
ethod to solve the resulting nonlinear system of equations. The

etails of the solution procedure are not presented here to con-
erve space. It is worth noting that a step size of ��=0.002 is
ound to be satisfactory in obtaining sufficient accuracy within a
olerance less than 10−6 in nearly all cases. In order to estimate the

agnitudes of various dimensionless variables, let us consider the
ypical electro-osmotic flow in a microchannel in which �=
25 mV, �m=6.9327�10−10 C2 /N m2, H�100 �m, Ex
100 V /mm, ��10−3 S /m, and ��10−3 kg /m s. Then, it im-

lies that Pe�O�10� and G�O�1� for a surface heat flux of qs�
1 kW /m2. Also, the ratio of pressure to electro-osmotic driving
orces is of the order ��O�1� for a pressure gradient of 1 kPa/m.
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3 Results and Discussion
Although the thermally fully developed heat transfer has been

analyzed for combined electro-osmotic and pressure-driven flow
of constant-property fluid in a circular microtube �14�, to the au-
thor’s knowledge, analytical solutions for such a mixed flow in a
parallel-plate microchannel with surface heat flux are not avail-
able in literature. Thereby, we first discuss the case of constant
fluid properties to acquire more understanding of mixed electro-
osmotic and pressure-driven flow and heat transfer in microchan-
nels. Afterwards, the effects of thermal conductivity and viscosity
variations with local temperature on hydrodynamic and thermal
characteristics are examined.

3.1 Mixed Flow With Constant Fluid Properties. The di-
mensionless velocity profiles represented by Eq. �14� reveals that
the momentum transport is dominated by electrokinetic effect as
�→0, and thus the velocity profile is dependent solely on the
length scale ratio �. For �=0 and �→0, Eq. �10� is reduced to the
classical Helmoltz–Smoluchowski equation u /uHS=1. It is also
noted that the momentum transport is governed by the pressure
forces as �→� �for any value of ��, and a parabolic velocity
profile of the classical Poiseuille flow can be retrieved from Eq.
�14� by rescaling the velocity based on the pressure-driven veloc-
ity scale. The velocity profiles in parallel-plate microchannel ex-
hibit similar trends to those in a circular microtube �18�, and
hence they are not presented here for the sake of brevity. For
purely electro-osmotic flow ��=0�, it can be summarized that the
sluglike velocity distribution is justified across the channel with a
very thin boundary layer near the wall when ��1. On the other
hand, at finite �, say ��O�1�, the velocity distribution approxi-
mates the parabolic profile of classical pressure-driven channel
flow. At intermediate values of �, where the electrokinetic effect
on momentum transport varies from a concentrated source near
the channel wall �small �� to a more dispersed source �large ��,
such that the velocity distributions alter accordingly. For mixed
electro-osmotic and pressure-driven flow, the resulting velocity
profile is the superimposed effect of both electro-osmotic and Poi-
seuille flow phenomena. It is also noted that both negative and
positive velocities may take place in the channel for the flow
situation with an adverse pressure gradient ���0�. Negative ve-
locities occur first on the channel centerline and are found when
�� �1 /cosh�1 /��−1�. Note that this criterion is valid only when
� is negative. It can be shown from this relation that the value of
� for which reverse flow happens in the channel core decreases
from a value of �=−0.352 at �=1 to an asymptotic value of −1 at
small �, reaching a value of �=−0.99 at �=0.189. Certainly, the
pressure-driven flow in the opposite direction will prevail as −�
→�. For pressure-opposed flow with small �, the pressure gradi-
ent opposing the electro-osmotic body force is large enough to
diminish the centerline velocity. Therefore, while a thin velocity
boundary layer persists at the wall for this adverse pressure gra-
dient flow, the maximum velocity occurs very close to the wall
rather than on the channel centerline, and an almost stagnant cen-
tral core is present. With an increase in �, the maximum velocity
decreases and occurs with a location to some extent toward the
centerline. Figure 2 represents the friction factor variation as a
function of � for several values of �. It is evident that the friction
factor decreases with increasing � regardless of the sign of �. As
compared with purely electro-osmotic flow ��=0�, the friction
factor decreases with � more rapid for pressure-assisted flow ��
�0�, while the opposite trend is observed for pressure-opposed
���0�. At the selected values of �, as the length scale ratio ap-
proaches zero the friction factor increases dramatically due to the
strong electro-osmotic body force, i.e., the momentum transport is
dominated by the electro-osmotic effect when ��1. At finite �,
the friction factor approaches the classical solution as � becomes
very large, i.e., f Re=24 as �→� �Poiseuille flow�. Conse-

quently, the mixed flow is dominated by the pressure-driven flow

FEBRUARY 2009, Vol. 131 / 022401-5
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„c… pressure-opposed flow „�=−1…

0

or a large velocity scale ratio �.
Figures 3�a�–3�c�, respectively, show the normalized tempera-

ure profiles across the channel for values of �=0 �electro-osmotic
ow only�, �=1 �favorable pressure gradient flow�, and �=−1
adverse pressure gradient flow� for various values of � and the
atio of Joule heating to surface heat flux G. Note from the defi-
ition of this ratio �Eq. �22�� that G can be either positive �if qs�
0, i.e., surface heating� or negative �if qs��0, i.e., surface cool-

ng�. It is also interesting to note from Eq. �19� that dTm /dx=0
hen G=−1. For thermally fully developed flow in a microchan-
el with constant surface heat flux, the condition qs�=h�Ts−Tm�
const implies that dTs /dx=0. In other words, the constant sur-

ace heat flux case is also a constant surface temperature solution
hen G=−1. For the case of purely electro-osmotic flow ��=0�,

he effects of length scale ratio and the parameter G on the nor-
alized temperature distributions are illustrated in Fig. 3�a�. As

ompared with the case of G=0, it reveals that a positive value of
�surface heating� will result in a greater temperature variation

cross the microchannel, while the opposite trend is true for G
0 �surface cooling�. The dependence of temperature on G is
ore significant for a larger �, while at a small � �e.g., �=0.002�

he temperature profiles are almost identical, i.e., nearly indepen-
ent of G. Also, the maximum dimensionless temperature is ob-
erved at the wall ��=1�, and the wall temperature increases with
ncreasing G. Moreover, the uniform surface heat flux condition
equires that the surface temperature gradient �d� /d���=1 should
e kept constant �as can be observed in the temperature distribu-
ions for all cases in the present analysis�. As indicated in Eq.
29�, the fully developed Nusselt number is inversely proportional
o the dimensionless surface temperature, and thus an increase in

will produce a smaller Nusselt number. For mixed electro-
smotic and pressure-driven flow, the normalized temperature is a
unction of G for all values of �. For the case of pressure-assisted
ow, even at a very small � the temperature profiles exhibit obvi-
us alteration due to the change in G, as shown in Fig. 3�b� for
=1, unlike the temperature behavior shown in Fig. 3�a� for

lectro-osmotic flow only, where the dependence of � on G dis-
ppears when ��1. The temperature behavior at small � deviat-
ng from that of a pure electro-osmotic flow is more noticeable for
he pressure-opposed flow, as shown in Fig. 3�c� for �=−1. It is
lso noted that the temperature is increased with increasing the
alue of � for given values of � and G. Also note that the profile
hape of � shown in Fig. 3�c� for adverse pressure gradient flow is
uite different from those of �=0 and �=1. In the absence of
oule heating �G=0�, the normalized temperature is nearly con-

ig. 2 Friction factor as a function of ε for various values of �
tant in a region close to the channel core, increasing to a maxi-

22401-6 / Vol. 131, FEBRUARY 2009
Fig. 3 Normalized temperature distributions for „a… electro-
osmotic flow only „�=0…, „b… pressure-assisted flow „�=1…, and
Transactions of the ASME
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um at the wall, regardless of the magnitude of �. For G=1, the
emperature decreases form the centerline, attaining to a local

inimum, and then increases to the wall temperature. It is also
een that for G=−1 the temperature increases monotonously from
he channel core to the wall.

Figure 4 shows the fully developed Nusselt number as a func-
ion of length scale ratio � for purely electro-osmotic flow ��
0� at selected values of G. Generally speaking, to increase G is

o decrease the fully developed Nusselt number. As stated previ-
usly, the case of qs�=const with G=−1 is also the constant tem-
erature case, and the energy generated in the fluid due to Joule
eating is equal to the surface heat rejection �fluid cooling�;
ence, the wall temperature keeps a constant value. As �→0, for
ll values of G the Nusselt number approaches 12, the classical
olution for slug flow �26�. The fully developed Nusselt number
akes the maximum value at this limiting case and then decreases
ith increasing �. This phenomenon is consistent with the wall

emperature behavior presented in Fig. 3�a�, where—at a given
-increasing � is to increase �s and thus reduces the magnitude of
u defined by Eq. �30�. The variations of fully developed Nusselt
umber with � for mixed electro-osmotic and pressure-driven
ow are plotted in Figs. 5�a�–5�c� for three different values of G
G=−1,0 ,1�. Corresponding to the criterion for a negative veloc-
ty occurring in the channel, the minimum value of � in Figs.
�a�–5�c� for a given � is chosen as �min= �1 /cosh�1 /��−1�.
hese figures reveal that for a specified � the Nusselt number is a
aximum when � is a minimum, and then it decreases with an

ncreasing velocity scale ratio �. Furthermore, it can be seen that
he Nusselt number is significantly influenced by � when � is
mall in a manner that the Nusselt number is decreased due to an
ncrease in � at a specified �. As �→�, the flow is dominated by
he pressure forces, and the Nusselt number decreases asymptoti-
ally to the limit of Poiseuille flow. For example, Fig. 5�a� shows
hat the Nusselt number for no Joule heating �G=0� approaches
he value of classical pressure-driven flow �26�, i.e., Nu=8.235 as
→�.

3.2 Effects of Variable Fluid Properties. The numerical re-
ults show that the influence of thermal conductivity variation �B�
n the velocity profile is not impressive, while the velocity
hanges moderately with viscosity variation �A�. To illustrate the
nfluence of viscosity variation on the velocity and temperature

ig. 4 Fully developed Nusselt number versus ε for electro-
smotic flow only „�=0… and for various values of G
rofiles, we chose positive surface heat fluxes such that A is nega-

ournal of Heat Transfer
Fig. 5 Fully developed Nusselt number versus � at selected
values of ε, „a… no heat generation „G=0…, „b… surface heating

with G=1, and „c… surface cooling with G=−1

FEBRUARY 2009, Vol. 131 / 022401-7
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ive for positive �, i.e., viscosity decreases with temperature. Fig-
re 6 shows the effect of the viscosity variation parameter on the
elocity profile U��� for �=0.01, B=0, G=1, and for various
alues of �. For a pure electro-osmotic flow ��=0�, it is observed
hat the variation in viscosity with local temperature would ini-
ially develop pressure-driven flow to account for such variation,
nd hence increases the dimensionless velocity. The calculation
hows that the velocity at the centerline is increased by 2.4% for
he given values of the governing parameters. It is also clear from
his figure that the viscosity variation tends to increase the veloc-
ty profile for mixed electro-osmotic and pressure-driven flows.
he centerline velocity is increased by an amount of 2% for a
ressure-assisted flow with �=0.5, and the peak velocity is in-
reased by 2% for a pressure-opposed flow with �=−0.5. The

imensionless average velocity �or volume flow rate� Ū is pre-
ented as a function of the viscosity variation parameter A in Fig.
for �=1, G=1, and for different values of length scale ratio �

nd conductivity variation parameter B. For a given length scale
atio �, this figure reveals that the average velocity increases con-
iderably with the increase in viscosity variation, but only minor

ffect of conductivity variation on Ū is observed. This phenom-
non is consistent with the results of velocity distributions shown
n Fig. 6, where an increase in the local velocity is caused by
iscosity variation. For specified values of parameters A and B, as
he length scale ratio � increases �such that the electric double
ayer becomes thicker�, the average velocity decreases. In other
ords, the average velocity and hence the volume flow rate de-

reases as the Debye length increases, i.e., the excess charge dis-
ribution penetrates deeper into the core region of the channel. The
nfluence of viscosity variation on the friction factor is depicted in
ig. 8 for �=0.01, �=1, and two values of B. As can be seen, the
riction factor decreases with the increase in viscosity variation
arameter. This is readily understood for the velocity distributions
hown in Fig. 6, where the velocity gradient at the wall decreases
s the viscosity variation with local temperature is taken into ac-
ount. Again, the influence of the conductivity variation parameter
n the friction factor is not impressive.

Figure 9 represents the variation of normalized temperature
rofile ���� due to viscosity variation. The normalized tempera-
ure is decreased to a certain degree by viscosity variation for a

ig. 6 Velocity distributions for ε=0.01, B=0, G=1, and for
ifferent values of A and �
ery small length scale ratio �corresponding to a microchannel�,

22401-8 / Vol. 131, FEBRUARY 2009
whereas the temperature departure from that for constant-property
viscosity diminishes when the length scale ratio becomes finite
�characterizing a nanochannel�. Although the influence of thermal
conductivity variation on hydrodynamic characteristics is not im-
portant, this effect on the thermal characteristics, however, is more
pronounced that can be readily observed from Figs. 10 and 11.
Figure 10 displays the effects of thermal conductivity variation on
the temperature profile for different values of �. For both small
and finite length scale ratios, the normalized temperature is found
to be reduced moderately when the thermal conductivity increases
with temperature, i.e., B�0. The increase in temperature caused
by thermal conductivity variation is more obvious in the near wall
region. Figure 11 illustrates the effects of viscosity and thermal
conductivity variations where local temperature on the fully de-
veloped Nusselt number is depicted for �=0.01, 0.1, and for sev-

Fig. 7 Average velocity „flow rate… as a function of A for �=1,
G=1, and for different values of B and ε

Fig. 8 Friction factor as a function of A for ε=0.01, �=1, G

=1, and for different values of B

Transactions of the ASME
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ral values of B. For specified values of B and �, the Nusselt
umber increases with the viscosity variation parameter A. Also,
o increase the conductivity variation parameter B tends to in-
rease the Nusselt number. This indicates that higher fluid thermal
onductivity will produce higher heat transfer rate. The increase in
u due to an increase in the value of B can be explained from the

act that Eq. �41� reduces to �s=4 /Nu at the channel wall, also
oting that �s decreases with increasing B, as shown in Fig. 10,
nd consequently the Nusselt number increases as B increases.

Conclusions
An analysis is performed for the heat transfer characteristics of
ixed electro-osmotic and pressure-driven flow in microchannels
ith Joule heating effect. Under constant surface heat flux condi-

ig. 9 Temperature distributions for B=0, �=1, G=1, and for
ifferent values of A and ε.

ig. 10 Temperature distributions for A=0, �=1, G=1, and for

ifferent values of B and ε

ournal of Heat Transfer
tion and constant fluid properties, analytical solutions are obtained
for the fluid flow and heat transfer characteristics. Generally
speaking, the velocity distributions are strongly affected by the
magnitudes of � and �, and the flow rate can be increased by
either increasing � or decreasing �. The temperature distributions
and Nusselt number in the thermally fully developed flow are
shown to depend on the length scale ratio �, the velocity scale
ratio �, and the dimensionless source term G. For electro-osmotic
flow only, the effect of heat generation on the dimensionless tem-
perature disappears if ��1, while for mixed flow the dimension-
less temperature profiles exhibit obvious variations caused by the
change in the source term even for a very small value of �. The
fully developed Nusselt number of a purely electro-osmotic flow
��=0� decreases from the classical solution for slug flow with
increasing the magnitude of �. Furthermore, increasing the dimen-
sionless source term is found to reduce the Nusselt number. For
mixed electro-osmotic and pressure-driven flow, the Nusselt num-
ber decreases with increasing � and approaches asymptotically to
the well-known Poiseuille flow limit when �→�. The effects of
thermal conductivity and viscosity variations with local tempera-
ture on the flow and temperature fields are also explored. The
variation in viscosity would initially develop pressure-driven flow
to account for such variation and hence increases the dimension-
less velocity and flow rate. The friction factor reduces consider-
ably with viscosity variation, while the Nusselt number increases
gently due to viscosity variation. Although the variation in thermal
conductivity has no impressive influence on velocity and friction,
it has moderate impact on the temperature and Nusselt number,
i.e., increasing the conductivity variation will produce an increase
in Nusselt number but a slight decrease in the normalized tem-
perature.

Acknowledgment
This work was supported, in part, by the National Science

Council of Taiwan through Grant No. NSC 95–2221-E-150–079.

Nomenclature
A � viscosity variation parameter
B � thermal conductivity variation parameter
cp � fluid specific heat

Fig. 11 Nusselt number as a function of A for �=1, G=1, and
for different values of B and ε
Dh � hydraulic diameter
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R

0

Ex � electric field component in the streamwise
direction

e � electron charge
f � friction factor, �w / ��um

2 /2�
G � ratio of Joule heating to surface heat flux,

H�Ex
2 /qs�

H � half channel height
h � convective heat transfer coefficient
k � thermal conductivity

kB � Boltzmann constant
Nu � Nusselt number, hDh /k
n0 � ion density
p � pressure
Q � volume flow rate
qs� � wall heat flux
Re � Reynolds number, �umDh /�

T � temperature
U � dimensionless velocity
u � local fluid velocity

uHS � Helmholtz–Smoluchowski velocity,
−��m� /��Ex

uPD � pressure-driven velocity, −�H2 /2���dp /dx�
x � streamwise coordinate
y � cross-stream coordinate
z � valence

reek Symbols
� � thermal diffusivity
� � constant, Eq. �8�
� � velocity scale ratio, uPD /uHS
� � constant, Eq. �8�
� � length scale ratio, �D /H

�m � permittivity of the medium
� � wall zeta potential
� � nondimensional cross-stream coordinate
� � normalized temperature
	 � Debye–Huckel parameter, �2n0z2e2 /�mkBT�1/2

�D � Debye length
� � absolute viscosity
� � fluid density
� � fluid electrical conductivity
�e � net electric charge density
�w � wall shear stress
� � auxiliary function, Eq. �21�
� � dimensionless temperature
� � electrical potential distribution

ubscripts
m � mean

ref � reference value
s � surface
0 � inlet condition
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Relative Contributions of Inelastic
and Elastic Diffuse Phonon
Scattering to Thermal Boundary
Conductance Across Solid
Interfaces
The accuracy of predictions of phonon thermal boundary conductance using traditional
models such as the diffuse mismatch model (DMM) varies depending on the types of
material comprising the interface. The DMM assumes that phonons, undergoing diffuse
scattering events, are elastically scattered, which drives the energy conductance across
the interface. It has been shown that at relatively high temperatures (i.e., above the
Debye temperature) previously ignored inelastic scattering events can contribute sub-
stantially to interfacial transport. In this case, the predictions from the DMM become
highly inaccurate. In this paper, the effects of inelastic scattering on thermal boundary
conductance at metal/dielectric interfaces are studied. Experimental transient thermore-
flectance data showing inelastic trends are reviewed and compared to traditional models.
Using the physical assumptions in the traditional models and experimental data, the
relative contributions of inelastic and elastic scattering to thermal boundary conductance
are inferred. �DOI: 10.1115/1.2995623�

Keywords: thermal boundary conductance, diffuse phonon scattering, elastic scattering,
inelastic scattering, nanoscale solid interfaces
ntroduction
An understanding of the basic energy transport mechanisms

nvolved in interfacial thermal transport is critical for thermal
anagement of nanostructured devices. When the length scale of
device is comparable to or shorter than the host material’s ther-
al diffusion length, which is often the case for modern nanoscale

evices, heat transport away from the active regions is greatly
ffected by the interfacial properties �1�. An ever increasing chal-
enge in the development of these devices is successfully engi-
eering the heat transport across the interfaces to control the ther-
al responses experienced in the materials in the devices. This

nvolves a fundamental understanding of the thermal boundary
onductance, hBD, at the specific interfaces.

This study examines the relative contributions of inelastic and
lastic diffuse phonon scattering on thermal boundary conduc-
ance. Several models to predict thermal boundary conductance
re discussed in detail and compared to experimental data. Based
n the assumptions of these models, a new model to predict the
aximum hBD due to inelastic scattering is presented. Using this

ew model, the relative contributions of elastic and inelastic scat-
ering on hBD are examined.

odels for Phonon Thermal Boundary Conductance
In an attempt to predict thermal boundary conductance at low

emperatures, Little �2� proposed the acoustic mismatch model
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�AMM� to account for the specular scattering of phonons at an
interface between two materials. In the following derivation of the
AMM and subsequent discussion, side 1 will refer to the side of
the interface with the “softer” material and side 2 will refer to the
side of the interface with the “stiffer” material. The softer mate-
rials are characterized by their lower phonon velocities, smaller
phonon vibrational spectrum, and lower Debye temperatures com-
pared to the stiffer materials, which have higher phonon veloci-
ties, larger phonon vibrational spectrum, and higher Debye tem-
peratures. For example, consider a metal/dielectric system in
which phonons are propagating in a metallic film such as Pb �the
lower Debye temperature, softer, material� toward the interface
with a dielectric substrate such as diamond �the higher Debye
temperature, stiffer, material�. In this case, the metallic Pb film is
referred to as side 1 and the dielectric diamond substrate as side 2.
Table 1 gives phonon velocities, vibrational cutoff frequencies,
and Debye temperatures for several materials of interest in this
work. The net heat flux occurring from side 1 to side 2 can be
calculated by

q̇ = hBD�T �1�

Using the analogy between photons and phonons as wavepackets
of energy, the intensity of phonons �3� is used to calculate the heat
flux determined from the equation of phonon radiative transfer
�EPRT� �4�. The heat flux is expressed as

q̇ =
1

2�
j
�

0

�/2�
0

�1,j
c

D1,j���n��,T����1,j�1,j��,��

�cos���sin���d�d�

= hBD�T �2�

where �c is the cutoff frequency, D��� is the density of states,

n�� ,T� is the Bose–Einstein phonon distribution function, � is the
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honon frequency, � is the phonon velocity, and ��� ,�� is the
honon transmission probability. In this analysis, a local thermo-
ynamic equilibrium is assumed around the phonon scattering
vent, so local temperatures can be defined. The subscripts “1”
nd “j” refer to the side and the phonon mode �longitudinal or
ransverse�, respectively. Rearranging Eq. �2� and for the limit of
T approaching zero, the AMM is given by

hBD =
1

2�
j
�

0

�/2�
0

�1,j
c

D1,j���
�n��,T�

�T
���1,j�1,j��,��

�cos���sin���d�d� �3�
ote, in the AMM, the transmission probability is a function of

ncident angle. Although Eq. �3� has been shown to predict hBD
elatively well at low temperatures �T	7 K� and at ideal inter-
aces where specular scattering is probable �5�, this represents
nly a very limited population of interfaces in modern devices,
hich may operate at higher temperatures and have disordered

egions near the interface that induce diffuse scattering.
To account for this type of phonon scattering, Swartz and Pohl

6� developed the diffuse mismatch model �DMM� to predict hBD
t more realistic interfaces. The DMM theory assumes elastic
cattering, that is, upon scattering a phonon forgets where it came
rom and thus the probability of reflection from one side equals
he probability of transmission from the other. The probability that

phonon will scatter into a given side of the interface is thus
ndependent of where it came from, but rather it is proportional to
he density of phonon states on that side and is restricted by the
rinciple of detailed balance.

To apply the DMM in its simplest form, the following assump-
ions must be made �7�: �1� phonons are elastically scattered, i.e.,

phonon from side 1 with frequency � can only emit a phonon
rom the interface with the same frequency �; �2� phonon scatter-
ng is completely diffuse, i.e., a scattered phonon has no memory
f the mode �longitudinal or transverse� or direction of the inci-
ent phonon; and �3� the materials on both sides of the interface
re elastically isotropic, i.e., the longitudinal and transverse acous-
ic velocities are constant in all crystallographic directions. As-
umption �3� relaxes the angle dependence in Eq. �3�, which leads
o

hBD
DMM =

1

4�
j

�1,j�
0

�1,j
c

�1�����D1,j���
�n��,T�

�T
d� �4�

he linear Debye approximation for the phonon dispersion will be
sed to calculate the phonon density of states. The cutoff fre-
uency of each phonon mode j on side 1 can be calculated for the
eparate phonon modes. Assuming Debye dispersion, the cutoff
requency can be calculated by �1,j

c =�1,j�6�2N1�1/3, where N1 is
he total number of oscillators per until volume of side 1 �8�. In
ubic structures �such as metal with one atom per unit cell�, N1 is
imply the atomic density, calculated by N1=
NA /M, where 
 is
he mass density, NA is Avogadro’s number, and M is the atomic
eight. However, in structures with more than one atom per unit

Table 1 Debye temperature †8,24,25‡, longitu
and calculated cutoff frequencies of materials

Material �D �K� �L �m s−1� �T

Al2O3 1035 10,890
AlN 1150 11,120
Au 165 3390
Bi 119 1543
Diamond 2230 17,500 1
Pb 105 2350
Pt 240 4174
ell �for example, diamond structures with diatomic basis such as

22402-2 / Vol. 131, FEBRUARY 2009
Si or diamond�, the number of primitive cells per unit volume
must be divided by the number of atoms in the basis �9�. There-
fore, for a diatomic basis, N1=
NA / �2M�.

Due to the assumption of diffuse scattering, the probability of
transmission from side 1 to side 2 is the same as the probability of
reflection from side 2 to side 1, i.e., �1���=1−�2���. Therefore,
according to the principle of detailed balance, the phonon trans-
mission probability is calculated by �6�

�1��� =
� j

�2,j
−2

� j
�2,j

−2 + � j
�1,j

−2
= �1 �5�

This simplified transmission coefficient is a result of assuming a
Debye density of states and elastic scattering. The transmission
probability calculated with the Debye density of states agrees well
with the transmission of two simple structures calculated with a
more realistic density of states and molecular dynamics simula-
tions �MDSs� �10,11�. The DMM has been shown to predict the
response of higher temperature interfaces �T�15 K� relatively
well �5,6�. However, at much higher temperatures, the DMM has
been shown to do a poor job of predicting the value of hBD, in
some cases underpredicting �12� while in other cases overpredict-
ing �7,12–14�.

Another model for hBD, the phonon radiation limit �PRL�, esti-
mates the maximum conductance for interfacial transport due to
elastic scattering �15�. The development of the PRL is very similar
to that of the DMM. However, the PRL assumes that all of the
phonons in side 2 up below the cutoff frequency in side 1 �assum-
ing �1

c 	�2
c� contribute to thermal transport though elastic colli-

sions ��=1�. With these assumptions, the PRL is given as

hBD
PRL =

1

4�
j

�2,j�
0

�1,j
c

��D2,j���
�n��,T�

�T
d� �6�

which represents the maximum conductance due to elastic scatter-
ing.

The applicability of all of the aforementioned models is limited
to interfaces in which thermal transport is dominated by elastic
phonon scattering. Inelastic phonon scattering has been shown to
offer an additional channel for thermal transport, which can lead
to different values and trends than predicted with available models
�10,16,17�. In the classical limit �for real materials T��D,1, the
Debye temperature of side 1, the lower Debye temperature mate-
rial�, hBD calculated by either the DMM or PRL is relatively in-
dependent of temperature. The only temperature dependent part of
either model is in the distribution function, which at temperatures
well above the Debye temperature becomes constant. Because
these models do not assume any inelastic scattering, the models
are independent of temperature at high temperatures �when T
��D,1�. To check the temperature dependence of hBD, Stevens et
al. �10� conducted several molecular dynamic simulations at a
range of temperatures. A strong linear relationship was observed
in the results of the MD calculations. This linear trend in hBD

al and transverse phonon velocities †19,25‡,
interest in this study

s−1� �L
c �10−13 �s−1� �T

c �10−13 �s−1�

0 12.1 7.19
7 15.8 8.89
0 5.14 1.96
7 1.45 1.04
00 30.2 22.1

2.96 1.22
0 6.60 2.77
din
of

�m

645
626
129
110
2,8
970

175
when T��D,1 has been observed experimentally with transient
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hermoreflectance �TTR� pump-probe measurements. Stoner and
aris �14� have shown this linear trend for a Au film on a dia-
ond substrate. This trend was shown on several other film sub-

trate material systems at low temperatures by Lyeo and Cahill
16� and at high temperatures by Hopkins et al. �17�. In all cases,
alues and trends in the experimental data differ from those pre-
icted by the DMM and PRL.

An underlying assumption governing the DMM and PRL is that
phonon transmits energy across an interface by emitting a pho-

on with the same frequency, i.e., the phonons are elastically scat-
ered. Therefore, as the interface temperature is driven up above
he Debye temperature of the softer material, hBD is predicted to
e relatively constant by the DMM. For example, Pb/diamond in
ig. 1 where �D�Pb=105 K and �D�diamond=2200 K �8�. This is a
esult of the change in phonon population with temperature pre-
icted by the Bose–Einstein distribution function. At temperatures
lose to a material’s Debye temperature, the change in phonon
opulation with temperature becomes linear. The DMM is a func-
ion of the temperature derivative of the Bose–Einstein distribu-
ion, which results in the constant hBD predicted at higher tem-
eratures �T��D�Pb�. Assuming elastic scattering, the hBD
redictions would follow a trend relating to the change in the Pb
honon population with temperature. However, if inelastic phonon
rocesses occur �i.e., a phonon with frequency �diamond

c scatters
nto several phonons with frequencies below �Pb

c �, then the change
n hBD with temperature would be related to the change in the
iamond phonon population in addition to the Pb population.

Using this approach, Hopkins and Norris �18� developed a
imple correction to the DMM to account for the discrepancy

ig. 1 DMM „solid line…, PRL „dotted line…, and JFDMM „dashed
ine… calculations compared to temperature dependent TTR
ata on „a… Pt/AlN †17‡, „b… Pt/Al2O3 †17‡, „c… Au/diamond †14‡,
d… Bi/H/diamond †16‡, and „e… Pb/diamond and Pb/H/diamond
16‡. Note the similar temperature dependent trends of the
MM and PRL due to their assumption of elastic scattering.
etween the DMM and the experimental data in the event of in-

ournal of Heat Transfer
elastic scattering. By blending the vibrational spectra of the film
and substrate materials, an approximation was developed for the
contribution of these inelastic modes with a diffuse scattering as-
sumption, the joint frequency diffuse mismatch model �JFDMM�.
The JFDMM assumes the same form as the DMM �Eq. �4�� but
uses a modified phonon velocity that is taken as a weighted aver-
age of the velocities of the phonons of sides 1 and 2. Conse-
quently, this results in a weighted average of the phonon spectra
used in the hBD calculation, given by

Dmod,j =
�2

2�2�mod,j
3 , �  �mod,j

c �7�

�mod,j
c = �mod,j�6�2��1N1 + �2N2��1/3 �8�

�mod,j = �1�1 + �2�2 �9�

where the weighting factor � is simply a percentage of the com-
position of each material in the unit volume, mathematically ex-
pressed as

�1 =

N1

N2
M1

N1

N2
M1 + M1

�10�

where M is the atomic mass. This approximation introduces high
frequency phonons that are available in the vibrational spectrum
in side 2 but not side 1 into the incident heat flux. The JFDMM
increases the prediction of hBD by a factor that is proportional to
the side 2 vibrational spectrum, giving an approximation for in-
elastic scattering. The transmission coefficient for the JFDMM is
still assumed to be calculated with Eq. �5�; note that this relaxes
the assumption of detailed balance since the JFDMM assumes a
modified phonon flux.

Figure 1 compares the predictions from the DMM, PRL, and
JFDMM to experimental TTR data taken on several different ma-
terial systems over a wide range of temperatures. This figure com-
pares predictive trends to data on �a� Pt /AlN �Hopkins et al.� �17�,
�b� Pt /Al2O3 �Hopkins et al.� �17�, �c� Au/diamond �Stoner and
Maris� �14�, �d� Bi /H/diamond �Lyeo and Cahill� �16�, and �e�
Pb/diamond and Pb /H/diamond �Lyeo and Cahill� �16�. The
model calculations use elastic constants to calculate phonon ve-
locities and material properties to calculate the cutoff frequencies
�19�. Note that the models cannot distinguish between different
deposition or interface conditions �20�, so the predictions by the
models on the hydrogen terminated and non-hydrogen-terminated
substrates are the same. In Fig. 1, the DMM is represented by the
solid line, the PRL is represented by the dotted line, and the
JFDMM is represented by the dashed line. Note that the JFDMM
predicts a closer value and better temperature dependent trend to
the experimental data than the DMM, and in most cases the PRL.
Since the DMM and PRL both assume elastic scattering of fre-
quencies only up to the side 1 cutoff frequency, these models
share the same trend with temperature. The JFDMM, however,
shows a different temperature dependent trend that is more in line
with the experimental data since it assumes phonons with frequen-
cies higher than the cutoff frequency in side 1 can participate in
hBD. These data represent material systems that show some evi-
dence of inelastic scattering at these temperatures.

Inelastic Phonon Radiation Limit
Although the JFDMM shows improvement in hBD predictions

in the event that inelastic phonon scattering dominates interfacial
transport, this method makes necessary assumptions about phonon
transport that deserve further attention. The main assumption of
the JFDMM is that a fraction of the available phonon states in the
substrate are present in the film. In actuality, the atoms around the
interface are vibrating at joint modes by Newton’s law of motion

�21�. The maximum allowable frequency for these joint modes is

FEBRUARY 2009, Vol. 131 / 022402-3
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he substrate cutoff frequency. However, dampening of these
odes will occur due to the differing interatomic forces of the
lm and substrate. This prevents the joint modes from oscillating
t certain frequencies. This continuum phenomenon is paralleled
uantum mechanically in the JFDMM through the weighted aver-
ge of two materials’ phonon states in the incident flux. The
eighing factor, �, reflects the dampening of the substrate modes,

nd is used to enhance the incident phonon flux to take into ac-
ount the joint vibrations that are allowed after dampening effects.
owever, without computationally expensive computer simula-

ions or a rigorous theoretical treatment, this weighting factor can-
ot be explicitly determined for every phonon mode, and therefore
hould be viewed as an estimation of the joint modes participating
n hBD. That being said, the JFDMM can be viewed as a starting
oint for estimating the maximum hBD due to inelastic scattering.

Consider atoms vibrating at joint modes around the interface
ith no dampening effects. Therefore, these atoms can vibrate at

ll allowable frequencies up to the maximum allowed frequency
n the substrate. Atoms on side 1 and side 2 will be coupled in
oint vibrational modes with frequencies up to the cutoff fre-
uency on side 2. This is paralleled in the quantum treatment by
orcing �1=0 and �2=1, which conceptually is treating hBD as a
unction of the incident phonon flux from side 2 transmitted into
ide 1. This simplifies Eqs. �7�–�9� to Dmod,j =D2,j, �mod,j

c =�2,j
c ,

nd �mod,j =�2,j, respectively, and redefines Eq. �4� in terms of the
ux transmitted from side 2 to side 1, given as

hBD
inel =

1

4�
j

�2,j�
0

�2,j
c

�2
inel�T���D2,j���

�n��,T�
�T

d� �11�

rom the nature of diffuse scattering, the inelastic transmission
robability is �2

inel�T�=1−�1
inel�T�, which is different from the

lastic transmission probability calculated with Eq. �5�. Equation
11� allows for the possibility of higher frequency phonons that do
ot exist in the film to participate in hBD. Without knowledge of
he explicit temperature dependence of �2, hBD cannot be calcu-
ated. However, examining Eq. �11� along with experimental data
an give important understanding of the role of inelastic phonon
cattering in thermal boundary conductance.

Consider the case where all available substrate phonons are
articipating in hBD. In this case, the probability that a phonon on
ide 2 is inelastically transmitted �i.e., breaks down into lower
requency phonons and transmitted into side 1� is 1. By letting
2=1, Eq. �11� becomes an expression for the largest allowable

hermal boundary conductance due to inelastic scattering, or an
nelastic phonon radiation limit �IPRL�, expressed as

hBD
IPRL =

1

4�
j

�2,j�
0

�2,j
c

��D2,j���
�n��,T�

�T
d� �12�

he IPRL assumes that all side 2 phonons are transmitted into side
, and does not explicitly take into account elastic or inelastic
cattering processes. However, by allowing all frequencies of
honons in side 2 to transmit energy into side 1, which has the
ower cutoff frequency, inelastic scattering is implied. Note that in
his limit, similar to the JFDMM, which also takes into account
ome inelastic scattering, the assumption of equilibrium is relaxed
nd therefore the principle of detailed balance is not enforced.
lso, in the case of an interface in a homogeneous material �i.e.,

n “imaginary” interface between two of the same materials�, the
PRL does not impose any unphysical interface resistance and
ives the same thermal flux across an imaginary interface in a
omogeneous material as that predicted by the Fourier law. The
ther models discussed thus far require accurate knowledge of
nterface transmission probability and the use of a diffusion-
ransmission interface correction �22� to relax to flux predicted by
he Fourier law ensuring thermal flux continuity.

Equation �12� is solely dependent on the acoustic properties of

ide 2, so in the IPRL, hBD on any film/substrate system only

22402-4 / Vol. 131, FEBRUARY 2009
depends on the stiffer material. This is apparent in Figs. 2 and 3,
which compare the temperature dependent hBD data from Fig. 1 to
their respective IPRL and PRL calculations. The experimental
data are graphed on the same plot as their PRL calculations. The
IPRL calculations are shown in the lower plots of the figures since
the values of the IPRL are orders of magnitude greater than the
data and the PRL. However, the separate plots allow for easy
comparisons of temperature trends between the models and the
data.

The IPRL calculations for the three material systems in Fig. 2
are all identical, since the IPRL is only dependent on the higher

Fig. 2 „Top… Experimental measurements of hBD for various
interfaces „see Fig. 1… compared to their corresponding PRL.
The PRL predicts a constant hBD at temperatures above the
Debye temperature of the lower Debye temperature material.
„Bottom… Inelastic phonon radiation limit for the four material
systems in the top graph. The IPRL shows a linear increase
over a temperature range of 100–400 K, the same trend that is
shown in the experimental data. Note, however, that the slope
of the linear increase in the IPRL is much greater than the slope
of the linear increase in the data.

Fig. 3 „Top… Experimental measurements of hBD for Pt/Al2O3
and Pt/AlN „see Fig. 1… compared to their corresponding PRL.
„Bottom… Inelastic phonon radiation limit for the two material
systems in the top graph. The increase in hBD over the tempera-
ture range of interest is greater in the IPRL than in the slope of
the linear increase in the data, which is greater than the in-

crease in the PRL.
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ebye temperature material �side 2�. The PRL, on the other hand,
epends on the cutoff frequency of the lower Debye temperature
aterial �side 1�, so therefore is specific for each film/substrate
aterial system. In all cases, the IPRL is greater than the PRL,
hich is intuitive since the PRL assumes that only a certain frac-

ion �up to the film cutoff frequency� of substrate phonons are
articipating in hBD where the IPRL assumes that all available
ubstrate phonons can participate in hBD. In addition, notice that
he PRL predicts hBD as a constant value above the film’s Debye
emperature �similar to the DMM�, where the IPRL predicts a
inear change of hBD with temperature, similar to the trends in the
xperimental data. In all cases, the linear change in the IPRL is
uch greater than the linear change in the data. Figure 3 shows

he same calculations as Fig. 2 for the Pt /Al2O3 and Pt /AlN data.
ote that the IRPL calculations for AlN and Al2O3 are vastly
ifferent �bottom�, yet the experimental data and PRL calculations
or the two samples are nearly identical �top�. The measured De-
ye temperatures for AlN and Al2O3 are nearly identical, which
ould mean they have similar maximum cutoff frequencies. How-

ver, with a Debye approximation, the calculations of the cutoff
requencies do not match. This could be a result of assuming that
hese solids can be treated as Debye solids, which may not be
ompletely accurate for complex dielectrics such as AlN or Al2O3.
owever, for the purpose of this analysis, the Debye solid is as-

umed for all materials since it allows for a simple calculation to
lucidate important physics in interfacial phonon scattering pro-
esses.

Figure 4 shows a regime map of the four different models for
hermal boundary conductance driven by diffuse phonon scatter-
ng. The DMM, which takes into account partial phonon transmis-
ivity, is the elastic version of the JFDMM, which takes into ac-
ount partial phonon transmissivity during inelastic scattering.
he upper limits to the DMM and JFDMM models are the PRL
nd the IPRL, respectively, which assume a phonon transmissivity
f unity during elastic and inelastic interfacial phonon scattering,
espectively.

elative Contributions of Inelastic and Elastic Phonon
cattering
From the trends in the IPRL as compared to the PRL and ex-

erimental data, the relative contributions of elastic and inelastic
cattering can be examined. Above the film’s Debye temperature,
t is apparent that contributions from elastic scattering will result

ig. 4 Regime map of thermal boundary conductance models
hat takes into account various degrees of elastic and inelastic
iffuse phonon scattering. The DMM and PRL, which take into
ccount varying degrees of elastic scattering, are paralleled
ith the JFDMM and IPRL, which take into account varying de-
rees of inelastic scattering.
n a constant hBD. However, inelastic scattering events will drive

ournal of Heat Transfer
the linear trend in hBD. Therefore, the total thermal boundary con-
ductance in the classical limit �T��D� will be a blend of both the
constant elastic and temperature dependent inelastic phonon scat-
tering contributions, which can be mathematically expressed as

hBD�T� = hBD
el + hBD

inel�T� �13�

where the superscripts el and inel denote the elastic and inelastic
contributions to hBD. This is similar to the phenomenological ob-
servation by Stevens et al. �10� based on MD simulations. Equa-
tion �13� separates the elastic and inelastic contributions to hBD by
assuming that these two energy transfer mechanisms can be
treated as two thermal pathways in parallel. Assuming that the
elastic and inelastic scattering contributions to hBD can be sepa-
rated is valid since in acoustically mismatched materials such as
those of interest in this work, the number of phonons at any avail-
able frequency, �, in side 1 is much greater than the number of
phonons at that same frequency � in side 2, so phonons of fre-
quencies � in the side 1 vibrational spectrum can participate in
both elastic and inelastic scattering events.

Since the PRL and the IPRL represent the upper limit to elastic
and inelastic scattering, it is expected that the elastic and inelastic
contributions to hBD will be some fraction of the PRL and IPRL,
respectively. Therefore, Eq. �13� can be written more explicitly as

hBD�T� = AhBD
PRL + B�T�hBD

IPRL�T� �14�

Where hBD
PRL is the PRL and hBD

IPRL�T� is calculated by Eq. �12�. The
coefficients A and B�T� are coefficients representing the fraction
of the maximum possible conductance due to each scattering pro-
cess and will be determined from the experimental data in the next
section. Although A can be estimated using Eq. �5� so that A=1
−�1=�2 and hBD

el =AhBD
PRL= �1−�1�hBD

PRL since only elastic scatter-
ing is dealt with in this case, the fundamental assumptions driving
the evaluation of � are flawed, even in the elastic limit �23�. For
example, in calculating Eq. �5�, equilibrium is assumed �principle
of detailed balance� although thermal transport is inherently a
nonequilibrium process. Also, in the limit that both materials ad-
jacent to the interface are the same, Eq. �5� becomes 50%. How-
ever, in this case, since there is no difference in the acoustic prop-
erties, phonon transmission should be 100%.

The temperature dependency of the inelastic phonon transmis-
sion coefficient, B�T�, arises from the fact that as temperature
increases, there are proportionately more substrate phonons avail-
able to break down and scatter with lower frequency side 1
phonons. This temperature dependency is apparent from the dif-
fering linear slopes of the experimental data and the IPRL over the
temperature range of interest. Therefore, Eq. �11� can be rewritten
as

hBD
inel =

1

4�
j

�2,j�
0

�2,j
c

�2
inel�T���D2,j���

�n��,T�
�T

d� = B�T�hBD
IPRL

�15�

where �2
inel�T�=B�T�. It is apparent in the data in Figs. 2 and 3

that the temperature dependency will be some function of the
temperature dependencies of the phonon populations of both side
1 and side 2. The JFDMM takes this into account by considering
a weighted average of the phonon populations of the two sides.
However, this correction results in a temperature independent con-
stant that enhances �1, and a temperature dependent transmission
coefficient should be considered to understand the relative effects
of inelastic scattering. Through the principle of detailed balance
invoked on the incoming phonon fluxes from sides 1 and 2,
Dames and Chen �9� developed a temperature dependent transmis-
sion coefficient based on the changes of the phonon population of

the two sides, given by
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inel�T� =

� j
�2,jU2,j�T�

� j
�1,jU1,j�T� + � j

�2,jU2,j�T�
�16�

here U is the internal energy of the phonon system. Although
q. �16� gives the correct temperature dependent trend assuming

hat all phonon frequencies in each material available at any given
emperature participate equally to energy transmission, it does not
ifferentiate between inelastic and elastic contributions nor does it
ake into account the relative contributions from each phonon fre-
uency �i.e., it assumes that all phonon frequencies have an equal
robability of participating in phonon scattering events�. How-
ver, there is some intrinsic frequency dependence on the trans-
ission coefficient, which is contained in the temperature depen-

ence of the experimental data and not contained in the
ssumptions of Eq. �16�.

In order to determine the relative contributions from elastic and
nelastic scattering, the coefficients A and B�T� must be examined
n greater detail, which can be accomplished by examining hBD
ata clearly dominated by inelastic scattering. In this analysis,
nly temperatures in the classical limit of the metal films will be
onsidered �i.e., temperatures above the softer material’s Debye
emperature�. In this limit the data show the linear trend associ-
ted with inelastic scattering; however, a fraction of this hBD is
xpected to be associated with elastic scattering, which is ex-
ected to be constant.

ig. 5 Measured hBD on Pb/diamond with best fit line extrapo-
ated to determine the y-intercept at 3.26 MW m−2 K−1, which is
ssumed as the elastic contribution to hBD in the classical limit.
his value is less than the prediction of the PRL, as expected,
ut agrees well with the predictions from the DMM, validating

he transmission coefficient calculations in the DMM for a Pb/
iamond interface.

Table 2 High temperature limits of thermal bo
to hBD, the DMM, the PRL, and the predicted h
different interfaces. All units are in MW m−2 K
ratios.

Interface �D,1 /�D,2 hBD
el hBD

DMM

Pb/diamond 0.047 3.26 3.31
Pb /H/diamond 0.047 1.92 3.31
Bi /H/diamond 0.053 2.25 1.32
Au/diamond 0.074 16.6 14.4
Pt /Al2O3 0.21 51.8 130
Pt /AlN 0.23 51.8 130
22402-6 / Vol. 131, FEBRUARY 2009
To determine hBD
el , the linear fit to the data was extended to the

y-axis to find the y-intercept, which is taken as the contribution of
elastic scattering in the classical limit. The linear fit of the Pb/

diamond data compared to hBD
PRL, hBD

el , and hBD
DMM is shown in Fig.

5. The y-intercept is hBD
el =3.26 MW m−2 K−1 where hBD

PRL

=6.17 MW m−2 K−1. As expected, hBD
PRL is greater than hBD

el deter-
mined from experimental data, since not all substrate phonons will
be participating in conductance. Comparing these two values
yields A=0.53. In this limit, hBD

DMM=3.32 MW m−2 K−1, which is

in excellent agreement with hBD
el , indicating that the DMM pre-

dicts the elastic contributions to hBD at the heavily mismatched
Pb/diamond interface well. Table 2 compares values of hBD

el �de-
termined from the y-intercept�, hBD

DMM, hBD
PRL, and the coefficient A

for six samples in the classical limit. Also listed in Table 2 is the
ratio of Debye temperatures of the materials comprising side 1
and side 2 for each interface. This ratio quantifies the degree of
acoustic mismatch of each interface—the smaller the ratio, the
greater the mismatch between phonon spectra. Note that the
agreement between hBD

el and hBD
DMM is much better for the heavily

mismatched samples than for the better matched Pt samples. This
is expected since the transmission coefficient calculations become
less accurate as the materials become more similar �23�. This in-
dicates that the DMM is a good model for predicting the elastic
scattering contribution to thermal boundary conductance, and the
transmission coefficient calculated with Eq. �5� becomes more
accurate as the adjacent phonon spectra become more dissimilar.

Now that the elastic portion of thermal boundary conductance
has been determined, the inelastic contribution can be estimated
from the slope of the experimental data. Rearranging Eq. �14�, the
coefficient representing the transmission of substrate phonons
through inelastic scattering can be expressed as

B�T� =
hBD�T� − AhBD

PRL

hBD
IPRL �17�

where hBD�T� is the thermal boundary conductance as a function
of temperature determined from the linear fit to the experimental
data, and A was determined above. Note that from the discussion
of Eq. �15�, B�T�=�2

inel�T�. The coefficient B�T� as a function of
temperature can be calculated only over the temperature range of
the experimental data. However, higher temperature values were
determined through a nonlinear regression extrapolation to deter-
mine B�T� at all temperatures T��D. Due to the nature of this
high temperature extrapolation, above a given temperature the
slope of the IPRL decreases to a value that is less than the slope of
hBD�T�, which causes an unphysical slight linear increase in B�T�
resulting in a local minimum. To correct for this unphysical in-
crease in Eq. �17�, at temperatures above the local minimum tem-
perature, B�T� is fixed to a constant value of the local minimum.
This gives a much more physical trend to B�T� and avoids any
error due to the nonlinear extrapolation routine. Figure 6 com-
pares the temperature dependent transmission coefficient that

ary conductance and the elastic contribution
based on experimental trends †hBD„T…‡ for six
except A, B, and �D,1 /�D,2, which are unitless

hBD
PRL A B hBD�T=��

6.23 0.523 0.00436 58.7
6.23 0.310 0.00329 41.9
1.34 1.67 0.00158 22.3
31.2 0.532 0.00626 96.1
190 0.261 0.0170 210
190 0.261 0.0280 200
und
BD
−1,
Transactions of the ASME
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akes into account inelastic scattering for side 2 derived by Dames
nd Chen �9�, �2

inel�T�=1−�1
inel�T�, where �1

inel�T� is calculated
ith Eq. �16�, to the inelastic transmission coefficient determined

rom Eq. �17�, B�T�, for a Pb/diamond interface. B�T� decreases to
much lower constant value much more quickly than �2

inel�T�
alculated with Eq. �16�. As previously mentioned, Eq. �16� as-
umes that all phonon frequencies participate equally in transmis-
ion and hBD. B�T�, however, takes into account the temperature
ependent phonon scattering trends in inelastic processes by uti-
izing the trends encapsulated in the experimental data. The values
nd trends in B�T� show that as temperature increases and more
igh frequency phonons become available in side 2 that are not
vailable in side 1 �i.e., the phonon frequencies in side 2 that are
bove the side 1 cutoff frequency�, the transmission of energy
rom side 2 to side 1 is much less than if assuming all phonon
requencies participate equally in energy transmission as assumed
n Eq. �16�. This suggests that phonons in side 2 with frequencies

uch higher than the side 1 cutoff are less likely to participate in
nelastic processes than phonons with frequencies that are only
lightly higher than the side 1 cutoff. A similar trend was inferred
y Hopkins et al. �17�, and was attributed to the probability a
hree-phonon process occurring, which could occur for coupling
etween a lower frequency side 2 phonon and two side 1 phonons,
eing higher than the probability of n-phonon processes occurring
where n�3�, which would have to occur for a higher frequency
ide 2 phonon to couple with n−1 side 1 phonons.

With this, the contributions of elastic and inelastic scattering to
BD were calculated based on experimental data and extended to
igh temperatures to determine hBD in the classical limit that takes
nto account inelastic scattering. The inelastic and elastic contri-
utions to hBD for Pb/diamond are shown in Fig. 7, along with
BD�T� calculated from Eq. �14�. The high temperature trends fol-
ow what is expected when temperatures are driven higher than

ig. 6 Comparison of �2
inel

„T… determined by 1−�1
inel

„T… where

1
inel

„T… is given by the model derived by Dames and Chen †9‡
nd presented in Eq. „16…; and B„T…, which is derived in this
ork and presented in Eq. „17…. B„T… decreases to a much lower
onstant value much more quickly than �2

inel
„T… calculated with

q. „16…. The assumption in Eq. „16… is that all phonons of all
requencies have equal probability in transmission, where Eq.
17… is based on experimental data and the IPRL. The smaller
honon transmission of side 2 phonons at higher temperatures
ould be due to the probability of side 2 phonons breaking
own into lower frequency side 1 phonons decreasing as the
ide 2 phonon frequency increases.
oth materials’ Debye temperatures. This same agreement be-

ournal of Heat Transfer
tween Eq. �14� and the experimental data and high temperature
trends are shown between Eq. �14� and the Bi/diamond, Au/
diamond, Pt /Al2O3, and Pt/AlN data.

To demonstrate the relative magnitude of inelastic scattering on
hBD, the ratio hBD

inel /hBD
el is plotted versus temperature in the clas-

sical regime in Fig. 8 for the six interfaces studied. As expected,
the inelastic contribution compared to the elastic contribution to
hBD in Pb, Bi, and Au on diamond are more temperature depen-
dent than the relative contribution in the Pt /Al2O3 and Pt/AlN
samples due to the higher Debye temperature of diamond than
Al2O3 and AlN. Also, the contribution of inelastic scattering to
overall hBD is greater than that of elastic scattering, and the rela-
tive contribution of inelastic scattering increases with interface

Fig. 7 Inelastic and elastic scattering contributions to hBD of
Pb/diamond in the classical limit. The total thermal boundary
conductance, hBD„T…, shows excellent agreement to the data at
low temperatures in the classical limit, and approaches a con-
stant value at higher temperatures that are above the Debye
temperature of diamond „or at temperatures that are greater
than the Debye temperature of both materials….

Fig. 8 Relative magnitude of inelastic scattering on hBD. This
ratio compares the inelastic contribution to hBD to the elastic
contribution as predicted via Eq. „14…. The role of inelastic pho-
non scattering increases as the acoustic mismatch of the film
and substrate becomes greater. The range in which hBD should
increase linearly with temperature due to inelastic scattering

also increases with acoustic mismatch.

FEBRUARY 2009, Vol. 131 / 022402-7



a
r
b
t
f
s
a
s
t
i
t
i
c

C

v
f
t
s
p
p
a
b
c
d
t
a
s
l
T
t
i
t
d
m
a
a
t
o
y
s
s
i
t
t
t
t

A

m
c
a
S
a
D
w
g
s
N

N

0

coustic mismatch �i.e., as the film/substrate Debye temperature
atio become smaller�. This also leads to the inelastic contribution
ecoming independent of temperature at higher temperatures in
he diamond samples than in the Pt on Al2O3 and AlN samples. In
act, the high temperature limit of the Pb, Bi, and Au on diamond
amples is not reached until the interface temperature is driven
bove the melting temperature of the metal, meaning that in nano-
tructures with Pb, Bi, and Au films adjacent to diamond struc-
ures, hBD will continually increase with temperature until melt-
ng. Also, in the high temperature limit, as the mismatch between
he materials adjacent to the interface grows, the contribution of
nelastic phonon scattering to thermal boundary conductance in-
reases.

onclusions
The accuracy of hBD predictions made using DMM and PRL

aries depending on the types of materials comprising the inter-
ace. Due to inelastic scattering these models may not be valid at
emperatures characteristic of many modern nanodevices and
tructures since these models do not take into account inelastic
honon scattering. Although the JFDMM provides a simple ap-
roximation of the effects of joint vibrational modes on hBD using
Debye approximation, it does not specially examine the contri-

utions due to elastic and inelastic scattering. These contributions
an be extracted from the trends and values in the experimental
ata. To estimate the role of elastic scattering in the classical limit,
he y-intercept of the linear trend in the experimental data of hBD
s a function of temperature is compared to the PRL in the clas-
ical limit. The resulting contribution of elastic scattering in this
imit agrees well with the value of hBD predicted by the DMM.
his agreement increases with sample mismatch, which validates

he DMM as a model to predict the contribution of elastic scatter-
ng in heavily mismatched samples. To estimate the role of inelas-
ic scattering in the classical limit, the slope of the experimental
ata of hBD as a function of temperature is compared to a new
odel, the IPRL. The IPRL predicts the maximum thermal bound-

ry conductance assuming all substrate phonons of all frequencies
re transmitted into the film. The IPRL predictions are compared
o the experimental data to effectively determine what percentage
f substrate phonons are participating in inelastic scattering be-
ond those participating in elastic scattering. The role of inelastic
cattering to overall hBD is shown to outweigh the role of elastic
cattering at the interfaces of interest, with an increasing role of
nelastic scattering with interfacial acoustic mismatch. The predic-
ions of inelastic scattering show a linear trend at lower tempera-
ures in the classical limit and predict a constant hBD at higher
emperatures, giving an upper limit to thermal boundary conduc-
ance that takes into account both elastic and inelastic scattering.
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omenclature
A � coefficient relating to elastic scattering in Eq.

�14�
B � coefficient relating to inelastic scattering in Eq.
�14�

22402-8 / Vol. 131, FEBRUARY 2009
D � phonon density of states per unit volume,
s m−3

� � Planck’s constant divided by 2�, J s
hBD � thermal boundary conductance, W m−2 K−1

M � molecular weight, g mol−1

N � phonon number density, m−3

NA � Avogadro’s number, mol−1

n � Bose–Einstein distribution function
q̇ � heat flux, W m−2

T � temperature, K
U � internal energy, J m−3

� � phonon group velocity, m s−1

Greek Symbols
� � interfacial transmission probability
� � incident angle
� � angular frequency, s−1

� � weighting factor in JFDMM

Subscripts
1 � film, or lower Debye temperature material, or

softer material
2 � substrate, or higher Debye temperature mate-

rial, or stiffer material
j � phonon mode �polarization�

L � longitudinal
mod � modified

T � transverse

Superscripts
c � cutoff

DMM � calculated with the diffuse mismatch model
el � elastic

inel � inelastic
IPRL � calculated with the inelastic phonon radiation

limit
PRL � calculated with the phonon radiation limit
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Turbulent Rotating
Rayleigh–Benard Convection:
Spatiotemporal and Statistical
Study
The present study involves a 3D numerical investigation of rotating Rayleigh–Benard
convection in a large aspect-ratio (8:8:1) rectangular enclosure. The rectangular cavity
is rotated about a vertical axis passing through the center of the cavity. The governing
equations of mass, momentum, and energy for a frame rotating with the enclosure, sub-
ject to generalized Boussinesq approximation applied to the body and centrifugal force
terms, have been solved on a collocated grid using a semi-implicit finite difference tech-
nique. The simulations have been carried out for liquid metal flows having a fixed
Prandtl number Pr�0.01 and fixed Rayleigh number Ra�107 while rotational Rayleigh
number Raw and Taylor number Ta are varied through nondimensional rotation rate ���
ranging from 0 to 104. Generation of large-scale structures is observed at low-rotation
���10� rates though at higher-rotation rates ���104� the increase in magnitude of
Coriolis forces leads to redistribution of buoyancy-induced vertical kinetic energy to
horizontal kinetic energy. This brings about inhibition of vertical fluid transport, thereby
leading to reduced vertical heat transfer. The magnitude of rms velocities remains unaf-
fected with an increase in Coriolis forces from ��0 to 104. An increase in rotational
buoyancy �Raw�, at constant rotation rate ���104�, on variation in Raw /Ta from 10�3 to
10�2 results in enhanced breakup of large-scale structures with a consequent decrease in
rms velocities but with negligible reduction in vertical heat transport.
�DOI: 10.1115/1.2993545�

Keywords: rotating convection, Coriolis forces, rotational buoyancy, low-Prandtl fluid,
statistical properties
Introduction
Thermal convection in a horizontal fluid layer heated from be-

ow and cooled at the top finds wide application in the study of
eophysical and astrophysical flows besides engineering applica-
ions in the field of crystal growth and numerous metallurgical
rocesses. Rotation makes the flow complex and can exhibit pro-
ound influences on the convection when the different forces, viz.,
hermal buoyancy, Coriolis, and centrifugal, are of comparable

agnitude. Low-to-moderate rotation rates have been found to
tabilize the fluid layers and even its gradients and subsequently
elay the onset of convection when the rotation axis is aligned
ith the gravity axis. But at higher-rotation rates, Nusselt number
u surpasses the nonrotating heat transport value �1�.
Many numerical and experimental works have been done until

ate to study the rotating Rayleigh–Benard convection �RBC� or
tably stratified rotating convection with reference to spatiotem-
oral dynamics and heat transfer analysis. Homsy and Hudson �2�
nalytically studied convection in a cylinder of radius a and
eight 2h rotating about its vertical axis with a constant angular
elocity. The cylinder was heated from above and was filled with
omogeneous Newtonian fluid. They applied generalized
oussinesq approximation and found that horizontal Ekman lay-
rs control the flow characteristics such that the heat transfer can
e considerably augmented by rotation. Elder �3� numerically

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received December 3, 2007; final manuscript
eceived August 7, 2008; published online December 12, 2008. Review conducted by

autam Biswas.

ournal of Heat Transfer Copyright © 20
simulated the RBC �at Ra�105� of a horizontal fluid layer heated
suddenly from below using finite difference technique. Spatial
means were taken by him over the horizontal planes in order to
determine the structure of mean-temperature and velocity fields.
The mean-temperature field revealed that gradients were signifi-
cantly larger near the horizontal boundaries while changes across
the bulk of the flow were small.

Rossby �4� carried out an experimental study of Benard con-
vection with or without rotation on a uniformly heated fluid layer
of water and mercury in two separate cases. The layer of mercury
showed quite different characteristics and had finite-amplitude in-
stability for 0�Ta�1.8�104. Moreover, he found that mercury
having lower-Prandtl number yielded lower Nusselt number com-
pared with water. Lee and Lin �5� numerically showed 3D mixed
convection of air assuming generalized Boussinesq approximation
in a differentially heated cubical cavity with rotation about a ver-
tical axis aligned parallel to the gravity. Convection was studied
for the cases when rotational buoyancy �from centrifugal effects�
was greater than the thermal buoyancy as well as when Coriolis
force was greater than the thermal buoyancy.

Ker and Lin �6� performed both numerical and experimental
studies for the stability of rotating flow using the same configura-
tion as above with a difference that the cubical box was inclined at
various angles. Jullien et al. �7� studied the turbulent RBC with
Boussinesq approximation under the influence of rapid rotation.
They assumed periodicity in the horizontal directions to approxi-
mate an infinite horizontal extent and examined the effect of both
no-slip and stress-free boundary conditions on the horizontal
bounding planes. In particular, they found that Nu scaling with
Rayleigh number exhibited Nu�Ra2/7 despite the presence of ro-

tation.

FEBRUARY 2009, Vol. 131 / 022501-109 by ASME
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Kerr and Herring �8� carried out direct numerical simulations
DNSs� of Prandtl number dependence of Nusselt number for a
onvection cell of aspect-ratio 8�8�2. They applied no-slip
onditions on the upper and lower boundaries while free-slip con-
ition was imposed on the insulated side-walls. They assumed
randtl number Pr=0.07, 0.3, and 7.0 for three different cases
nder simulation. They concluded that there are significant
hanges in structure between the smallest and the largest Pr cases.
t low-Prandtl number they found the flow to be dominated by

hermal diffusivity and large-scale flow, whereas at high-Prandtl
umber individual plumes dominate the flow.

Vorobieff and Ecke �9� studied the flow structures and statistics
t different depths in a fully enclosed cylindrical Rayleigh–Benard
onvection cell. The dimensionless rotation rate varied from 0 to
�104 at Ra=3.2�108 while Rossby number Ro varied from �

o 0.06. They employed particle image velocimetry �PIV� to ac-
uire instantaneous horizontal sections of velocity field and pre-
ented results characterizing cyclonic and anticyclonic vortices in
erms of the eigenvalues of the velocity gradient tensor. For Ro

1, the flow is dominated by sheets of thermal plumes originat-
ng from the top surface. Cold material is ejected from the top
hermal boundary layer in a sheet plunging downward into the
ulk of the liquid. As Ro approaches unity, the flow character
hanges significantly. Cyclonic vortical structures become the
ost prominent flow features in the flow near the top of the cell

or Ro�1. Finally when Ro decreases below unity, the flow pat-
ern changes again, leading to the formation of anticyclonic struc-
ures with counterclockwise rotation.

To the best of our knowledge no previous research has studied
he statistical properties of rotating RBC at moderately high Ra;
ence we would like to analyze the effect of rotation on statistical
roperties. The main aim of our study is to explore the effect of
otational buoyancy and Coriolis forces on convection of low-
randtl number �Pr� fluids. The present simulations have been
arried out with inclusion of variable density in centrifugal force
erm. Furthermore, this study reports the dynamics and kinematics
f low-Prandtl number rotating convection, an area of research
hat remains relatively less investigated.

The present work involves a numerical study of three-
imensional rotating convection in a large aspect-ratio �8:8:1� en-
losure �see Fig. 1� rotating about a vertical axis passing through
ts center of gravity. The upper surface of the cavity is kept at
ower temperature �Tc� while the lower surface is kept at a higher
emperature �Tc+
T�. The side-walls of the enclosure are kept
nsulated with no-slip boundary conditions enforced on all the
alls. Simulations are performed at different rotation rates assum-

ng generalized Boussinesq approximation for both the gravity
nd centrifugal force terms �2,5,6�. Effect of rotation on the spa-
iotemporal dynamics is studied with reference to pattern forma-
ion and heat transfer in the cubical cavity. Statistical properties
elated to second-order moments of various dynamical variables
ave been computed.

Problem Formulation
We have taken a rectangular enclosure of height �H�, length

L�, and width �B� so that the aspect-ratio �=L /H=B /H=8, as
hown in Fig. 1. It is filled with a fluid of kinematic viscosity �,
hermal diffusivity , density �o, and coefficient of thermal expan-
ion �. Generalized Boussinesq approximation, i.e., linear varia-
ion in density with small temperature difference, has been con-
idered for both body force and centrifugal force terms �10,11�,
hich leads to thermal, rotational �centrifugal�, and Coriolis

orces acting on the flow equal to �og��T−To�, −�o��T−To��D

�D�r, and −2�o�D�V, respectively. The mathematical for-
ulation of the problem is carried out by expressing the mass,
omentum, and energy equations in rotating frame of reference.
ondimensionalization has been performed by using length scale

2
H�, time scale �H /�, velocity scale � /H�, pressure scale
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��o2 /H2�, temperature scale ��= �T−To� /
T�, and �� /H2� scale
for rotation rate. The resulting nondimensional equations take the
following form.

Continuity

�u

�x
+

�v
�y

+
�w

�z
= 0 �1�

x-momentum

�u

�t
= −

�pm

�x
− u

�u

�x
− v

�u

�y
− w

�u

�z
+ Pr� �2u

�x2 +
�2u

�y2 +
�2u

�z2�
+ 2 Ta0.5 v Pr − Raw x Pr � �2�

y-momentum

�v
�t

= −
�pm

�y
− u

�v
�x

− v
�v
�y

− w
�v
�z

+ Pr� �2v
�x2 +

�2v
�y2 +

�2v
�z2�

− 2 Ta0.5 u Pr − Raw y Pr � �3�

z-momentum

�w

�t
= −

�pm

�z
− u

�w

�x
− v

�w

�y
− w

�w

�z
+ Pr� �2w

�x2 +
�2w

�y2 +
�2w

�z2 �
+ Ra Pr � �4�

Energy

��

�t
= − u

��

�x
− v

��

�y
− w

��

�z
+ � �2�

�x2 +
�2�

�y2 +
�2�

�z2 � �5�

The controlling nondimensional parameters are defined as Ray-
leigh number, Ra= ��g
TH3� /�, which is the ratio of thermal
buoyancy to viscous forces, Taylor number, Ta= ��D

2 H4� /�2,
which is the ratio of Coriolis to viscous forces, Prandtl number,
Pr=� /, which is the ratio of viscous and thermal diffusivities of
the working fluid, and rotational Rayleigh number, Raw

= ����D
2 H�
TH3� /�, which is the ratio of rotational buoyancy

�centrifugal� to viscous forces.

2.1 Initial and Boundary Conditions. Initially the fluid is
supposed to be in the quiescent state �u=0, v=0, w=0� with
respect to the rotating frame of reference at isothermal conditions
T=To, i.e., �=0. No-slip conditions for velocity components at
the solid boundaries u=v=w=0 are enforced.

The thermal boundary conditions are as follows:

Fig. 1 Schematic of the geometry of the domain
��/�x = 0 at x = � L/2
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��/�y = 0 at y = � B/2

� = 1 at z = − H/2 and � = 0 at z = H/2
The space-averaged Nusselt number at both the cold and hot

alls has been calculated using the relation

Nu = −
1

L � B�−L/2

L/2 �
−B/2

B/2 � ��

�z
�dxdy �6�

The nonlinear convective terms are discretized using Taylor-
eries based upwind schemes. First-order accurate upwind scheme
s used at points adjacent to the domain boundaries while second-
rder accurate scheme is used in the interior domain. Viscous
iffusion terms and pressure terms present in the momentum and
nergy equations are discretized using second-order accurate cen-
ral differencing scheme. Equations �1�–�5� are solved in time us-
ng second-order explicit Adam–Bashforth integration scheme.

Fig. 2 „a… 3D streamtraces, „b… str
streamlines at the central y-z plane,
the central x-z plane at Ra=107, Ta=
he steps of the numerical scheme can be seen in more detail

ournal of Heat Transfer
from Hasan and Baig �12�. In order to verify the numerical
scheme we modified the boundary conditions to compare our re-
sults with Lee and Lin �5� who studied rotating convection in a
differentially heated cubical cavity of unity aspect-ratio. They
tabulated the maximum global velocities at certain time instants
using a grid of 30�30�30 mesh points. They also presented the
evaluation of the average Nusselt number at the hot-wall for Ra
=102, Ta=102, Pr=0.7, and Raw=106. In another simulation they
plotted the vertical component of the velocity w and temperature
� at line y=0, z=0, and x=−0.5 to 0.5 for Ra=106, Ta=107, and
Raw=102. We tried to reproduce their results using a mesh based
on geometric progression from wall until the central plane and
then mirroring its image. The mesh point adjacent to the wall is
kept at the same distance as in Ref. �5� as the solution is very
much dependent on the position of the first point adjacent to the
wall. The results obtained are quite close to the one obtained by
Lee and Lin �5�, and more details of the verification results can be

lines at the central x-z plane, „c…
3D isotherms, and „e… isotherms in
nd Raw=0
eam
„d…
seen from Husain et al. �13�.
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Results and Discussion
We have performed numerical simulation for six cases at non-

imensional rotation rates �=0, 10, 103, and 104. For the first
our test cases Ta was computed using �D while the ratio of
aw /Ta was kept as 10−3 in order to stringently maintain
oussinesq approximation. For the next two cases at constant �
104, we have kept the ratios of Raw /Ta as 2�10−3 and 10−2 in
rder to separate out the roles played by centrifugal and Coriolis
orces. In the above cases a collocated mesh of 71�71�31 based
n the geometric progression series was generated in order to
apture the thin thermal and Ekman boundary layers especially at
igher-rotation rates. The minimum grid spacing is 
=0.005 near
he boundary for all the spatial directions. Regarding grid inde-
endence, we simulated RBC on a grid of 141�141�61 and
ound that integral parameters such as mean Nu number changed
y less than 4% compared with the coarse grid. Moreover, the

Fig. 3 „a… 3D streamtraces, „b… str
streamlines at the central y-z plane,
the central x-z plane at Ra=107, Ta=
hange in global maximum velocities umax, vmax, and wmax was

22501-4 / Vol. 131, FEBRUARY 2009
less than 4%. Hence in order to cut down the computational time,
we ran all our simulation cases on a coarser grid of 71�71�31.

First we performed simulation for �=0, i.e., nonrotating RBC,
as this case is to serve as reference level for the other five simu-
lations of rotating convection. The horizontal plane dimensions
were taken large enough �8�8� so as to avoid the effect of side-
wall modes of convection on bulk convection modes. In order to
collect statistics of various dynamical variables we have per-
formed spatial-averaging in horizontal planes and then time aver-
aged the results. The effect of rotation on heat transfer is studied
in terms of variation in Nusselt number with time and the spatial
variation in isotherms.

3.1 Flow Structures. For the nonrotating Rayleigh–Benard
convection at Ra=107, Ta=0, and Raw=0, the thermal buoyancy
is the main dominating force solely responsible for convective

lines at the central x-z plane, „c…
3D isotherms, and „e… isotherms in
, and Raw=10−1
eam
„d…

2

heat transfer. The instantaneous 3D streamtrace plots �Fig. 2�a��
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how multicellular rolls aligned along both x and y directions. The
lots for streamtraces in the x-z and y-z central planes can be seen
n Figs. 2�b� and 2�c�. From these figures it is apparent that mul-
iple large- and small-scale rolls form in both the horizontal direc-
ions. The visualization of thermal flow-field shows randomly ris-
ng and falling plumes from lower and upper walls, respectively.
heir depth �or height� of penetration spans full depth of the fluid,
s is evident in 3D and 2D isotherm plots of Figs. 2�d� and 2�e�.
he lower cutoff value of isotherms has been set as 0.55 for all the

hermal flow-field plots.
For the next case, low-rotation rate ��=10� was imparted to the

avity so that Ta=102 and Raw=10−1 while Ra=107 is held con-
tant. At this low-rotation rate, contrary to intuition, considerable
ynamical changes occur, as can be seen in isotherms and
treamtrace 3D plots of Figs. 3�a� and 3�d�. The 2D streamtrace
lots �see Figs. 3�b� and 3�c�� of central transverse planes show

Fig. 4 „a… 3D streamtraces, „b… str
streamlines at the central y-z plane,
the central x-z plane at Ra=107, Ta=
wo large-rolls generated due to merging of multicellular rolls.

ournal of Heat Transfer
Similar is the behavior observed in the 2D isotherm plot �see Fig.
3�e��, which shows a large hot plume rising from the center of the
enclosure, formed by upwelling of fluid by the large-scale rolls.

For the next simulation, the rotation rate was increased hun-
dredfold to �=103 corresponding to Ta=106 and Raw=103 while
keeping Ra constant. The higher-rotation rate generates 104 times
higher rotational buoyancy, which leads to 3D plots of
streamtraces and isotherms �see Figs. 4�a� and 4�d��, depicting
breakup of larger structures that formed in the previous case to
slightly smaller-rolls oriented in both the horizontal directions.
Consequently the 2D streamtrace plots at central transverse planes
�see Figs. 4�b� and 4�c�� show three large counter-rotating rolls.

With further tenfold increase in the rotation rate to �=104

�Ta=108 and Raw=105� there is generation of enhanced Coriolis
forces as well as rotational buoyancy. The effect of Coriolis forces
redistributes the buoyancy-induced vertical kinetic energy into

lines at the central x-z plane, „c…
3D isotherms, and „e… isotherms in
, and Raw=103
eam
„d…

6

horizontal kinetic energy �by swirling the flow in horizontal

FEBRUARY 2009, Vol. 131 / 022501-5
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lanes�. This phenomenon leads to inhibition of vertical transport
f buoyant fluid from the bottom heated wall to the top cold wall
hile the simultaneous action of enhanced rotational buoyancy

eads to breakup of larger-rolls. The 3D and 2D plots of
treamtraces as in Figs. 5�a�–5�c� show breakup of large-rolls as
resent in the previous case into several smaller-rolls with no
referred orientation. The thermal flowfield �Figs. 5�d� and 5�e��
oo shows randomly ascending and descending thermal plumes.
urthermore due to the generation of multiple smaller-rolls a

arger number of plumes is observed.
The next two cases of simulation have been performed at con-

tant �=104 while increasing the ratio of Raw /Ta from 2�10−3

o 10−2, with the intention of separating out the roles played by
entrifugal and Coriolis forces, yet maintaining the Boussinesq
pproximation. Since the Coriolis force remains constant for cases
–6 �as Ra and Ta are kept constant�, it is inferred that the thermal
nd velocity flow-fields will not show a significant change from

Fig. 5 „a… 3D streamtraces, „b… str
streamlines at the central y-z plane,
the central x-z plane at Ra=107, Ta=
ase 4 except breakup of larger-rolls due to enhanced rotational

22501-6 / Vol. 131, FEBRUARY 2009
buoyancy for cases 5 and 6. For the fifth case at constant �
=104, Raw /Ta has been kept as 2�10−3 �Ta=108 and Raw=2
�105� so that the rotational buoyancy increases by a factor of 2
compared with the fourth case. The 3D and 2D plots of
streamtraces as well as thermal flow-field show a picture quite
akin to the previous case and hence their figures have not been
included.

The sixth case corresponds to constant �=104 with Raw /Ta
=10−2 �i.e., Ta=108 and Raw=106�, i.e., centrifugal force in-
creases by a factor of 10 compared with the fourth case and hence
the ratio of rotational to thermal buoyancy becomes 10%. The 3D
and 2D plots of streamtraces as in Figs. 6�a�–6�c� show activation
of still smaller-rolls with random orientation in the three-
dimensional space. The thermal flowfield �Figs. 6�d� and 6�e��
shows a picture quite similar to the previous fifth case with ran-
domly ascending thermal plumes in the transverse central planes.

lines at the central x-z plane, „c…
3D isotherms, and „e… isotherms in
, and Raw=105
eam
„d…

8

3.2 Heat Transfer Analysis. Heat transfer analysis based on
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emporal variation in Nusselt number is shown in Fig. 7. Spatially
veraged Nusselt number Nu does not change appreciably for �
0 until �=103, indicating no significant change in the heat trans-
ort due to the dominance of thermal buoyancy over the Coriolis
orces. At �=104, the increase in Coriolis forces leads to redistri-
ution of kinetic energy, which in turn promotes enhanced flow in
he horizontal planes, thus inhibiting buoyancy-induced vertical

otion of fluid and thereby leading to reduction in vertical heat
ransfer from the bottom heated wall to the top cold wall. With an
ncrease in centrifugal forces, i.e., rotational buoyancy �keeping
oriolis force constant� for the fifth and sixth cases, the thermal
ow pattern exhibits a slightly larger number of thermal plumes
ue to activation of still smaller-rolls but this does not affect the
ertical heat transfer and hence Nu at both the walls remains the
ame as for the fourth case.

For nonrotating and low-rotation cases the values of Nu at hot
nd cold walls are almost equal �see Figs. 7�a� and 7�b��. This is

Fig. 6 „a… 3D streamtraces, „b… str
streamlines at the central y-z plane,
the central x-z plane at Ra=107, Ta=
ecause of the almost equal thickness of the thermal boundary

ournal of Heat Transfer
layers �see Fig. 9�a�� at the top and bottom surfaces. With an
increase in rotation rate, the thickness of the thermal boundary
layers at the top increases and at bottom surfaces decreases �see
Fig. 9�a��. This results in a decrease in mean-temperature gradient

�d�̄ /dz� at the top wall while the mean-temperature gradient in-
creases at the bottom wall. At larger rotation rates, the transport of
heat flux is mainly through the boundary layers as the mean-

temperature gradient �d�̄ /dz� is significantly small in main bulk
of the flow and this phenomenon becomes more dominant with an
increase in rotation.

3.3 Statistical Properties. Statistical mean and higher-order
moments of all the dynamical variables have been obtained after
spatial-averaging over horizontal planes and then time-averaging
until a statistically stationary state is achieved. The mean velocity
profiles show small variation about a zero-mean for all the cases

lines at the central x-z plane, „c…
3D isotherms, and „e… isotherms in
, and Raw=106
eam
„d…

8

and their variation is less than 4% of the instantaneous values.
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The root mean square velocity �urms, vrms, and wrms� profiles are
hown in Fig. 8, and the rms temperature ��rms� profile is shown
n Fig. 9�b�. For the nonrotating case a symmetric profile �see Fig.
�a�� is obtained for all the urms, vrms, and wrms velocities. urms and
rms have their maxima near the top and bottom x-y planes �at z
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Fig. 7 Time history of the average Nusselt n
Ta=0 and Raw=0, „b… Ta=102 and Raw=10−1,
=105, „e… Ta=108 and Raw=2Ã105, and „f… Ta=
−0.47 and z=0.47� and minima at the central plane �at z=0�. The
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wrms profile is also symmetric but has its maxima at the central x-y
plane. It is apparent from these profiles that the turbulence is
anisotropic from the walls to the center of the enclosure. A similar
profile is obtained at low-rotation rate �=10, as can be seen in
Fig. 8�b�. The rms horizontal velocities show a slight variation in

4

(b)

(d)
t

N
u

0.6 0.75 0.9 1.05 1.2 1.35
3

3.5

4

4.5

5

5.5

6

Hot wall
Cold wall

(f)
t

N
u

0.11 0.22 0.33 0.44 0.55
3

3.5

4

4.5

5

5.5

6

Hot wall
Cold wall

t

N
u

1.2 1.4 1.6 1.8 2 2.2 2.4
4

4.5

5

5.5

6

6.5

7

Hot wall
Cold wall

ber on the hot and cold walls at Ra=107: „a…
… Ta=106 and Raw=103, „d… Ta=108 and Raw

and Raw=106
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magnitude as the rotation rate increases from �=0 to 10 . A fur-
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her increase in rotational buoyancy as in cases 5 and 6, keeping
oriolis forces constant, leads to a gradual decrease in horizontal
s well as vertical rms velocities due to the breakup of larger
tructures into smaller-scales. These smaller-rolls undergo en-
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Fig. 8 Variation in the root mean square veloc
Raw=0, „b… Ta=102 and Raw=10−1, „c… Ta=106

=108 and Raw=2Ã105, and „f… Ta=108 and Raw
anced turbulent dissipation and hence the fluctuating velocities
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show a significant decrease in magnitude compared with cases 4
and 5. The symmetric nature of the profiles retains itself for all the
cases.

The rms values for the temperature in Fig. 9�b� show a slight
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increase in magnitude of fluctuations with an increase in the rate
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f rotation beyond �=10. From �=0 �case 1� to �=10 �case 2�,
here is a slight decrease in magnitude of thermal fluctuations due
o the formation of large-scale structures but with a further in-
rease in rotation, these structures break up, leading to slightly
arger thermal fluctuations. Moreover, high gradients of fluctua-
ions are observed within the near-wall thermal boundary layers
hile in the core of the cavity the temperature fluctuations �rms

re almost constant.

The mean-temperature �̄ profile shown in Fig. 9�a� exhibits
ormation of thermal boundary layers near the solid walls. The
hickness of the thermal boundary layer especially near the bottom
all decreases successively as we increase the rate of rotation.
his becomes more apparent with an increase in rotational buoy-
ncy �especially for case 6 having highest Raw�, due to which the
ow experiences Ekman pumping �14�, a phenomenon character-

zed by ascending flow being radially directed outward from the
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nd Raw=105, Ta=108 and Raw=2Ã105, and Ta=108 and Raw
106
pper wall only to descend along the vertical side-walls and then
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pressure driven inward toward the center. This results in thicker
thermal boundary layers at the top surface while thin thermal
boundary layers form at the bottom wall. The mean-temperature
gradient also shows a gradual reduction in magnitude in the bulk
of the flow with an increase in rotation.

4 Conclusions
In light of the above results one can say that at low-rotation

rates ���103� there is considerable change in spatiotemporal dy-
namics compared with the nonrotating RBC. Basically at low-
rotation rates corresponding to cases where thermal buoyancy is
much larger than Coriolis forces and rotation buoyancy, there is
formation of large-scale structures. With a further increase in ro-
tation, i.e., ��103, the increase in rotational buoyancy leads to
enhanced breakup of larger-rolls into smaller-scales.

The increase in Coriolis forces with increasing rotation �from
�=10 to �=104� leads to the redistribution of vertical kinetic
energy into horizontal kinetic energy, and this inhibits vertical
transport of fluid, leading to an attenuation of about 16% in the
magnitude of Nusselt number. An increase in rotational buoyancy
�i.e., centrifugal forces� at constant �=104 exhibits no significant
change in magnitude of Nusselt number.

For all the rotation rates, the mean velocities in all spatial di-
rections are considerably smaller as compared with the instanta-
neous velocities and exhibit a small variation about a zero-mean.
With an increase in rotation rate, the rms velocities show a slight
decrease while an increase in the rotational buoyancy brings about
a significant decrease in rms velocities due to the enhanced
breakup of larger structures into smaller-structures.

With increasing rotation rates, the mean-temperature gradient in
the bulk of the flow decreases while the thermal gradients increase
significantly near the bottom wall due to the formation of thinner
thermal boundary layers. The top wall experiences a decrease in
thermal gradients with increasing rotation rates.

An increase in centrifugal forces at constant � �i.e., constant
Coriolis forces� with Raw /Ra being less than or equal to 10%
leads to enhanced breakup of larger structures into smaller-scale
rolls with accompanying decrease in rms velocities. The vertical
heat transfer measured by Nu remains unaffected with an increase
in rotational buoyancy.
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Mixed Convection Along a
Semi-Infinite Vertical Flat Plate
With Uniform Surface Heat Flux
Mixed-convection boundary-layer flow over a heated semi-infinite vertical flat plate with
uniform surface heat flux, placed in a uniform isothermal upward freestream, has been
investigated. Near the leading edge, the effect of natural convection can be treated as a
small perturbation term. The effects of natural convection are accumulative and increase
downstream. In the second region, downstream of the leading-edge region, natural con-
vection eventually becomes as important as forced convection. The boundary-layer equa-
tions have been solved by an adaptive finite-difference marching technique. The numeri-
cal solution indicates that the series solution of the leading-edge region is included in
that of the second region. This property is shared by many developing flows. However, the
series solutions of local similarity or local nonsimilarity are only valid for very small
distances from the leading edge. Numerical results for the local skin-friction factor, wall
temperature, and local Nusselt number are presented for Pr�1 for a wide range of
Gr

x
* /Rex

5/2, where Gr
x
* is a local modified Grashof number and Rex is a local Reynolds

number. The results indicate that cfx
Rex

1/2 and NuxRex
–1/2 increase monotonically with

distance from the leading edge, where cfx
is the local skin-friction factor and Nux is the

local Nusselt number, and approach the free-convection limit at large values of
Gr

x
* /Rex

5/2, although the velocity distribution differs from the velocity distribution in a
free-convection boundary layer. �DOI: 10.1115/1.2995725�

Keywords: mixed convection, boundary layer, vertical flat plate, uniform surface heat
flux, adaptive finite-difference marching method
Introduction
Mixed-convection flows, or combined free- and forced-

onvection flows, occur in many technological devices and in na-
ure. Some examples include flow in electronic equipment cooled
y a fan and flows in the ocean and in the atmosphere. A compre-
ensive review of buoyancy-induced flows is given in the mono-
raph by Gebhart et al. �1�. Buoyancy forces induced by density
radients, due to imposed temperature differences, in a gravita-
ional force field can have a significant effect on forced flows over
eated solid surfaces. It can alter the velocity field and hence the
all shear stress and temperature distribution. It is important to
nderstand the interaction of the free- and forced-convection
odes of heat transfer in mixed-convection flows.
Perhaps, the simplest model of external mixed-convection flow

s that of boundary-layer flow of a uniform stream over a heated
ertical plate. Mixed-convection flows over heated vertical plates
ith uniform surface temperature have been studied by several
orkers �2–7�. Detailed description of Refs. �2–6� is given in Ref.

7�. It has been recognized that the relevant nondimensional pa-
ameter describing mixed-convection boundary-layer flows over
eated vertical plates with uniform surface temperature is
rx /Rex

2, where Grx is the local Grashof number and Rex is the
ocal Reynolds number. Forced convection is the dominant mode
f heat transfer when Grx /Rex

2�1. Free-convection effects be-
ome important when Grx /Rex

2�1.
Mixed-convection flows over vertical plates with uniform sur-

ace heat flux have been investigated by Wilks �8,9� and Carey
nd Gebhart �10�. Wilks �8� presented results for the local Nusselt

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received March 19, 2008; final manuscript re-
eived July 26, 2008; published online January 5, 2009. Review conducted by

autam Biswas.

ournal of Heat Transfer Copyright © 20
number distribution obtained using a local similarity analysis. In
this analysis, the boundary-layer equations were first transformed
to a suitable form. Derivatives with respect to the transformed
streamwise coordinate were then neglected, and the resulting non-
linear ordinary differential equations were solved independently at
discrete streamwise locations. The solution at any downstream
location, predicted by this local similarity analysis, is independent
of the solutions at upstream locations. The prediction of this ap-
proximate numerical method often has uncertain accuracy. In a
later paper, Wilks �9� presented results for the local Nusselt num-
ber obtained from a numerical solution of the boundary-layer
equations. He started the numerical integration of the boundary-
layer equations at a point slightly downstream of the leading edge,
as his iterative solution procedure failed to converge at the leading
edge. Wilks �9� also presented two asymptotic series solutions,
one valid in the region near the leading edge and one for the
region far downstream of the leading edge. Carey and Gebhart
�10� considered higher order boundary-layer effects. They also
presented experimental results for the velocity and temperature
profiles. Carey and Gebhart �10� pointed out that the computed
results for large downstream distances, presented by Wilks �9�,
were based on an erroneous first-order correction equation. The
asymptotic solution for the far downstream region with natural-
convection dominant flow is interesting, but does not consider the
influence of upstream conditions on the downstream development,
as parabolic partial differential equations should; consequently, it
is not physically sound.

In the present investigation, the problem of mixed-convection
boundary-layer flow over a semi-infinite heated vertical flat plate
with uniform surface heat flux is re-examined. A perturbation
analysis has been used to identify the appropriate scaled variables
for the numerical solution of the boundary-layer equations. The
boundary-layer equations have been solved by an adaptive finite-

difference marching method. The numerical integration of the

FEBRUARY 2009, Vol. 131 / 022502-109 by ASME
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oundary-layer equations has been started at the leading edge,
sing the forced-convection similarity solution for velocity and
emperature as the initial condition. Results for the distribution of

fx
Rex

1/2 and NuxRex
−1/2 have been presented for Pr=1, for a large

ange of Gr
x
* /Rex

5/2, and compared with the solution for the limit-
ng cases of forced and free convection. Here cfx

is the local
kin-friction factor, Nux is the local Nusselt number, Gr

x
* is the

ocal modified Grashof number based on the wall heat flux, and Pr
s the Prandtl number. Results for the variation of wall tempera-
ure, which have not been reported earlier, have also been pre-
ented.

The results indicate that, under the influence of buoyancy
orces, the values of cfx

Rex
1/2 and NuxRex

−1/2 increase monotoni-
ally with distance from the leading edge and approach the free-
onvection limit at large values of Gr

x
* /Rex

5/2, although the veloc-
ty profile for the mixed-convection boundary layer differs from
he velocity profile for a free-convection boundary layer. The wall
emperature decreases with distance from the leading edge and
pproaches the free-convection asymptote as Gr

x
* /Rex

5/2→�. The
esults show that forced convection is the dominant mode of heat
ransfer in the region near the leading edge of the plate where
r
x
* /Rex

5/2�1. Free-convection effects become as important as
orced convection when Gr

x
* /Rex

5/2�1. Far downstream of the
eading edge, free convection becomes the dominant mode of heat
ransfer, when Gr

x
* /Rex

5/2�1, as buoyancy forces play a signifi-
ant role in the dynamics of the flow.

Problem Formulation
Mixed-convection boundary-layer flow along a semi-infinite

eated vertical flat plate with a uniform surface heat flux, qw, has
een studied. An isothermal uniform upward flow with velocity

� and temperature T� is incident on the plate. The coordinate
ystem is shown in Fig. 1. The flow is considered to be steady,
aminar, and two dimensional. The equations describing the flow
re the continuity, Navier–Stokes, and energy equations. Using the
oussinesq approximation, these equations may be written as

�ū

�x̄
+

�v̄

�ȳ
= 0 �1a�

ū
�ū

¯
+ v̄

�ū

¯
= −

1

�

�P̄

¯
+ �� �2ū

¯2 +
�2ū

¯2� + g��T − T�� �1b�

Fig. 1 Coordinates
�x �y 0 �x �x �y

22502-2 / Vol. 131, FEBRUARY 2009
ū
�v̄

�x̄
+ v̄

�v̄

�ȳ
= −

1

�0

�P̄

�ȳ
+ �� �2v̄

�x̄2 +
�2v̄

�ȳ2� �1c�

ū
�T

�x̄
+ v̄

�T

�ȳ
= �� �2T

�x̄2 +
�2T

�ȳ2� �1d�

Here, x̄ is the distance along the plate, measured from the bottom
�leading� edge, ȳ is the distance measured from the plate in the
normally outward direction, ū and v̄ are the velocity components
in the x̄- and ȳ-directions, T is the fluid temperature, � is the
coefficient of thermal expansion, g is the gravitational accelera-
tion, � is the kinematic viscosity of the fluid, � is the thermal
diffusivity of the fluid, T� is the ambient temperature, �0 is the

reference density, P̄= p̄+�0gx̄ is the modified pressure, and p̄ is
the pressure.

The following nondimensional variables are introduced:

x =
x̄

l
, y =

ȳ

l
Re1/2 �coordinates� �2a�

u =
ū

ū�

, v =
v̄

ū�

Re1/2 �velocities� �2b�

P =
P̄

�0ū�
2 , 	 =

T − T�

qwl

k

Re1/2 �pressure and temperature�

�2c�

where l is the reference length, k is the thermal conductivity of the
fluid, and

Re =
ū�l

�
�3�

is the Reynolds number based on the reference length l. Substi-
tuting these non-dimensional variables into Eqs. �1a�–�1d�, and
taking the limit Re→� with Gr* /Re5/2 finite yields

�u

�x
+

�v
�y

= 0 �4a�

u
�u

�x
+ v

�u

�y
= −

�P

�x
+

�2u

�y2
+

Gr*

Re5/2
	 �4b�

�P

�y
= 0 �4c�

u
�	

�x
+ v

�	

�y
=

1

Pr

�2	

�y2 �4d�

where

Gr* =
g�qwl4

k�2 �5�

is a modified Grashof number based on the wall heat flux qw, and

Pr =
�

�
�6�

is the Prandtl number of the fluid. The nondimensional variables
x, y, u, v, and 	 are variables of order 1 inside the boundary layer.
The length scale l has been introduced for convenience, in order to
show the order of magnitude of the different transport mecha-
nisms, and the proper limiting procedures to obtain the governing
equations for the mixed-convection boundary layer. Since the
plate is infinite, l is not a characteristic length scale and cannot

appear in the final form of the solution.
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The mixed-convection boundary-layer equations �4a�–�4d�
ave to be solved subject to the following boundary conditions:

�i� On the surface of the plate �y=0�:

u = 0 �no-slip condition� �7a�

v = 0 �no-penetration condition� �7b�

�	

�y
= − 1 �constant wall heat flux condition� �7c�

�ii� Matching with the isothermal uniform outer flow:

u → 1 and 	 → 0 as y → � �7d�

quation �4c� indicates that the pressure inside the boundary layer
s equal to the pressure in the outer region. The pressure outside
he boundary layer is constant; hence, the pressure
radient,�P /�x, along the x-direction is zero.

2.1 Upstream Series Solution. Equation �4b� shows that the
uoyancy force is proportional to Gr* /Re5/2. This suggests that, if
r* /Re5/2�1, an approximate analytical solution of Eqs.

4a�–�4d� may be obtained by a perturbation method. The solution
f Eqs. �4a�–�4d� subject to the boundary conditions �7a�–�7d�,
or a forced-convection dominated flow, may be expressed as

u = f0��
� + ��2x�3/2f1��
� + ¯ �8a�

v =
1

�2x
��
f0� − f0� + ��2x�3/2�
f1� − 4f1� + ¯ � �8b�

	 = �2x�g0�
� + ��2x�3/2g1�
� + ¯ � �8c�
here

� = Gr*/Re5/2 �9�

s the small expansion parameter, 
=y /�2x is the Blasius similar-
ty variable, and the primes denote derivatives with respect to the
ariable 
. The equations describing the streamfunctions f0 and f1
nd the temperature functions g0 and g1 are

�f0�� + f0�f0�� = 0 �10a�

1

Pr
�g0�� + f0�g0�� − �f0��g0 = 0 �10b�

nd

�f1�� + f0�f1�� − 3�f0���f1�� + 4�f0��f1 = − g0 �11a�

1

Pr
�g1�� + f0�g1�� − 4�f0��g1 = �f1��g0 − 4f1�g0�� �11b�

he corresponding boundary conditions are

f0 = �f0�� = 0 and �g0�� = − 1 at 
 = 0 �12a�

�f0�� → 1 and g0 → 0 as 
 → � �12b�
nd

f1 = �f1�� = �g1�� = 0 at 
 = 0, �13a�

�f1�� → 0 and g1 → 0 as 
 → � �13b�

quation �10a� is the Blasius equation for isothermal boundary-
ayer flow past a flat plate, while Eq. �10b� represents the similar-
ty solution for the temperature distribution for forced-convection
oundary-layer flow past a flat plate with uniform surface heat
ux. Equations �11a� and �11b� represent the effect of buoyancy
orces.

The local Nusselt number, based on distance from the leading

dge, is given by

ournal of Heat Transfer
Nux = 	Rex

2

1/2 1

g0�0� + ��2x�3/2g1�0� + ¯

�14�

where

Nux =
hx̄

k
�15�

h is the local heat transfer coefficient, and

Rex =
ū�x̄

�
�16�

is the local Reynolds number based on the distance from the lead-
ing edge. The local skin-friction factor defined by

cfx
=

�w
1
2�0ū�

2
�17�

where �w is the wall shear stress, may be expressed as

cfx
= 	 2

Rex

1/2

�f0��0� + ��2x�3/2f1��0� + ¯ � �18�

The first term in the series solutions �8a�–�8c� is the forced-
convection solution for boundary-layer flow over a flat plate with
uniform surface heat flux; the second term in the series solution
represents the first-order free-convection effect. Equations
�8a�–�8c�, �14�, and �18� indicate that the forced-convection flow
exists only at the leading edge; the free-convection effect grows
downstream, with an increase in distance from the leading edge,
and is proportional to �x3/2. It may be noted that

�x3/2 =
Gr

x
*

Rex
5/2

�19�

where

Gr
x
* =

g�qwx̄4

k�2 �20�

is the local modified Grashof number based on the distance from
the leading edge. Thus, the actual small parameter in the pertur-
bation series solution given by Eqs. �8a�–�8c�, which determines
the effect of buoyancy forces, is Gr

x
* /Rex

5/2 rather than Gr* /Re5/2.
The asymptotic solution given by Eqs. �8a�–�8c� is valid when
��2x�3/2 is small, that is, in a small region near the leading edge
where Gr

x
* /Rex

5/2�1. The solution for Gr
x
* /Rex

5/2�1 has to be
obtained by a numerical integration of the boundary-layer equa-
tions. Although the perturbation solution is not valid when
Gr

x
* /Rex

5/2 becomes O�1�, it reveals the analytical structure of the
mixed-convection boundary layer. Knowledge of the analytical
structure of the boundary layer can be exploited in the numerical
solution procedure. This is described in the following section.

2.2 Downstream Mixed-Convection Boundary Layer. The
following nondimensional variables, derived from the series solu-
tions �8a�–�8c�, are defined:

 = ��2x�3/2 =
g�qw�1/2

kū�
5/2

�2x̄�3/2 = 23/2
Gr

x
*

Rex
5/2

�21a�


 =
y

�2x
= ȳ� ū�

2�x̄
�21b�

u =
ū

ū�

�21c�

ṽ = �2x v =
v̄
¯

�2Rex�1/2 �21d�

u�
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�2x
=
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qwx̄
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�Rex

2
�1/2

�21e�

he axial length scale is derived from Eqs. �8a�–�8c� by noting
hat when ��2x�3/2 is O�1�, that is, when x̄ / l�1 /�2/3, the free-
onvection effect, represented by the second term in the series
olutions �8a�–�8c�, has grown to a magnitude where it cannot be
reated as a perturbed quantity. In other words, the free-convection
ffect becomes important when the axial distance is O�l /�2/3�.
hus, it is appropriate to use ��2x�3/2 and 
 as the independent
ariables in the downstream computation. The scales for the nor-
al velocity and temperature are obtained from Eqs. �8b� and �8c�

y noting that v�x−1/2 and 	�x1/2 as x→0. This suggests that
x1/2 and 	x−1/2 should be used as variables in the downstream
omputation, rather than v and 	. The constant factors, involving
owers of 2, in the definition of the variables, are included for
onvenience in order to remove fractions from the final equations.
t is worth pointing out that the variables , 
, u, ṽ, and �, defined
n Eqs. �21a�–�21e�, are independent of the reference length l.

The mixed-convection boundary layer equations �4a�–�4d� may
e expressed in terms of the variables defined in Eqs. �21a�–�21e�
s

3
�u

�
+

�w

�

+ u = 0 �22a�

3u
�u

�
+ w

�u

�

=

�2u

�
2 + � �22b�

3u
��

�
+ w

��

�

+ u� =

1

Pr

�2�

�
2 �22c�

here

w = ṽ − 
u �23�

he associated boundary conditions are

u = w = 0,
��

�

= − 1 at 
 = 0 �24a�

u → 1, � → 0 as 
 → � �24b�
It may be noted that the solution of Eqs. �4a�–�4d� depends on

he independent variables x and y, and two nondimensional pa-
ameters, Gr* /Re5/2 and Pr. The solution of Eqs. �22a�–�22c�, on
he other hand, depends on the independent variables  and 
 and
ne nondimensional parameter, namely, the Prandtl number. The
ependence of the solution on the parameter Gr* /Re5/2 is ab-
orbed into the scaled axial coordinate .

Equations �22a�–�22c� represent a system of parabolic partial
ifferential equations and can be solved numerically by marching
ownstream in the -direction, starting from the leading edge �
0�. The initial conditions for advancing the solution forward in 
ay be determined by considering the limit of Eqs. �22a�–�22c� as
→0. It may be noted that all the partial derivatives with respect

o  in Eqs. �22a�–�22c� are multiplied by . Setting =0 in Eqs.
22a�–�22c�, and assuming that all derivatives with respect to 
emain bounded, the following differential equations are obtained:

�w

�

+ u = 0 �25a�

w
�u

=
�2u

2 �25b�

�
 �
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w
��

�

+ u� =

1

Pr

�2�

�
2 �25c�

Equations �25a�–�25c� may be viewed as ordinary differential
equations with 
 as the independent variable, and  as a param-
eter, with value =0. These ordinary differential equations are
solved, subject to the boundary conditions �24a� and �24b�, to
obtain the initial condition for u and � at =0. The solution of
Eqs. �25a�–�25c� may be expressed as

u�0,
� = f0��
� �26a�

w�0,
� = − f0�
� �26b�

��0,
� = g0�
� �26c�

Thus, the initial condition used for the numerical integration of
Eqs. �22a�–�22c� is identical to the similarity solution for forced-
convection boundary-layer flow past a flat plate with uniform sur-
face heat flux.

Equation �22b� indicates that the magnitude of the buoyancy
force increases with distance from the leading edge. This results in
an acceleration of the fluid in the heated layer close to the wall.
Far downstream of the leading edge, the peak of the streamwise
velocity profile occurs inside the boundary layer and is much
greater than the freestream velocity. The appropriate scales for the
streamwise velocity, temperature, and thickness of the heated
layer in this region, where buoyancy forces play a dominant role
in the dynamics of the flow, may be obtained by balancing the
order of magnitude of the inertia, buoyancy, and viscous forces in
Eq. �4b� and noting that the constant surface heat flux condition
implies that the order of magnitude of the temperature is the same
as the order of magnitude of the boundary-layer thickness. The
scale for the normal velocity can be obtained from the continuity
equation. Since Pr�1, balancing the order of magnitude of the
viscous and inertia forces in the streamwise momentum equation
ensures that the order of magnitude of the convection and trans-
verse conduction terms in the energy equation is also balanced.
The order of magnitude analysis shows that u��2/5, 	�y
�1 /�1/5, v��1/5 inside the heated layer. Thus, it is appropriate to
use the following nondimensional variables in the region far
downstream of the leading edge:

Y = �1/5y =
ȳ

l
�Gr*�1/5 �27a�

U =
u

�2/5 =
ū

ū0

�27b�

V =
v

�1/5 =
v̄

ū0

�Gr*�1/5 �27c�

� = �1/5	 =
T − T�

qwl

k

�Gr*�1/5 �27d�

where

ū0 =
�

l
�Gr*�2/5 �28�

in place of the variables y, u, v, and 	. The variables Y, U, V, and
�, defined in Eqs. �27a�–�27d�, are variables of order 1 in the
region far downstream of the leading edge. It may be noted that
these variables, defined in Eqs. �27a�–�27d�, are the appropriate
nondimensional variables for the limiting case of free-convection
flow with uniform surface heat flux �11�. The boundary-layer
equations for free convection along a semi-infinite vertical flat
plate with uniform surface heat flux admit a similarity solution.

This similarity solution shows that the thickness of the boundary
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ayer and the temperature vary as x1/5, while the components of
he velocity in the x and y directions vary as x3/5 and x−1/5, re-
pectively �12�. In anticipation that the variables U, V, and �
btained by solving the mixed-convection boundary-layer equa-
ions will approach the solution of the corresponding free-
onvection problem when Gr

x
* /Rex

5/2��1, the following transfor-
ation is introduced for computational convenience:


̃ =
Y

�5x�1/5 �29a�

U = �5x�3/5Ũ�,
̃� �29b�

V =
1

�5x�1/5 Ṽ�,
̃� �29c�

� = �5x�1/5	̃�,
̃� �29d�
he mixed-convection boundary-layer equations �4a�–�4d� may
e expressed in terms of the variables defined in Eqs. �29a�–�29d�
s

15

2

�Ũ

�
+

�W

�
̃
+ 4Ũ = 0 �30a�

15

2
Ũ

�Ũ

�
+ W

�Ũ

�
̃
+ 3Ũ2 =

�2Ũ

�
̃2 + 	̃ �30b�

15

2
Ũ

�	̃

�
+ W

�	̃

�
̃
+ Ũ	̃ =

1

Pr

�2	̃

�
̃2 �30c�

here

W = Ṽ − 
̃Ũ �31�
he boundary conditions associated with Eqs. �30a�–�30c� are

Ũ = W = 0,
�	̃

�
̃
= − 1 at 
̃ = 0 �32a�

Ũ →
1

�� 5
2�3/2�2/5 , 	̃ → 0 as 
̃ → � �32b�

quation �32b� shows that as →�, the value of Ũ at the edge of
he boundary layer decreases to zero. This is because the maxi-

um velocity inside the mixed-convection boundary layer in-
reases as 2/5, under the influence of buoyancy forces, while the

reestream velocity is constant. When Ũ� ,��=0, Eqs.
30a�–�30c� admit a self-similar solution of the form

Ũ = F��
̃� �33a�

W = − 4F�
̃� �33b�

	̃ = G�
̃� �33c�

here F and G are solutions of the following equations:

F� + 4FF� − 3�F��2 + G = 0 �34a�

1

Pr
G� + 4FG� − F�G = 0 �34b�

ubject to the boundary conditions

F�0� = F��0� = 0, G��0� = − 1 �35a�

F� → 0, G → 0 as 
̃ → � �35b�

quations �34a� and �34b� are the equations representing the simi-

arity solution for free convection along a semi-infinite vertical

ournal of Heat Transfer
plate with uniform surface heat flux. As →�, Ũ� ,��→0; thus,
the solution of Eqs. �30a�–�30c� becomes independent of the co-
ordinate  and asymptotically approaches the free-convection
limit given by Eqs �33a�–�33c�. It should be noted, however, that

Ũ� ,�� is nonzero for finite values of . Hence, the velocity dis-
tribution in a mixed-convection boundary layer differs from that
of the free-convection boundary layer even at large �but finite�
distances from the leading edge.

The variables defined in Eqs. �21a�–�21e� and �29a�–�29d� are
related by


 = 	 5

2

1/5


̃ �36a�

u = �� 5
2�3/2�2/5Ũ �36b�

ṽ = � 2
5�1/5Ṽ �36c�

� = 	 5

2

1/5

	̃ �36d�

As noted earlier, the nondimensional variables , 
, u, ṽ, and � do
not depend on the reference length l. Equations �36a�–�36d� indi-

cate that the nondimensional variables 
̃, Ũ, Ṽ, and 	̃ also do not
depend on the reference length l.

Use of the transformations �29a�–�29d� minimizes the variation
in the boundary-layer thickness with x and reduces the gradients
of the dependent variables in the -direction, in the region where
�1, thereby decreasing the local discretization error associated
with the numerical marching method. Consequently, the numeri-
cal prediction in the region far downstream of the leading edge is
more accurate if Eqs. �30a�–�30c� are solved rather than Eqs.
�22a�–�22c�. For starting the numerical solution, Eqs. �22a�–�22c�
are the appropriate ones to use. In this investigation, Eqs.
�22a�–�22c� have been solved in the region near the leading edge,
by a finite-difference marching method, from =0 to =5 /2, with
initial conditions obtained by solving Eqs. �25a�–�25c�. The nu-
merical solution for �5 /2 has been obtained by solving Eqs.
�30a�–�30c�. The changeover from Eqs. �22a�–�22c� to Eqs.
�30a�–�30c� is done most conveniently at =5 /2, where 
̃=
, as
indicated by Eq. �36a�. Equations �36a�–�36d� indicate that at 
=5 /2,

Ũ� 5
2 ,
̃� = 2

5u� 5
2 ,
̃� �37a�

Ṽ� 5
2 ,
̃� = ṽ� 5

2 ,
̃� �37b�

	̃� 5
2 ,
̃� = �� 5

2 ,
̃� �37c�

The values of Ũ and 	̃ at =5 /2, which are used as initial condi-
tions for integrating Eqs. �30a�–�30c�, are determined using Eqs.
�37a� and �37c�, respectively, from the numerical solution for u
and � at =5 /2 obtained by solving Eqs. �22a�–�22c�.

Equations �22a�–�22c� and �30a�–�30c� were discretized using a
finite-difference method. Derivatives with respect to 
 in the mo-
mentum and energy equations were approximated by central dif-
ference approximations on a uniform grid. Derivatives with re-
spect to  were approximated by a two-point backward difference
scheme. Since the equations are nonlinear and coupled, the solu-
tion at each -station was obtained iteratively. The iterations were
continued until the difference of successive iterates became less
than a specified tolerance.

The infinite domain in the 
-direction was truncated to a finite
domain. The maximum value of 
 was fixed at 
max=20. This
was found to be adequate. After several test runs, the grid size in
the 
-direction was set to �
=0.01. A variable step size � was

used. The step size was determined using an adaptive marching

FEBRUARY 2009, Vol. 131 / 022502-5
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trategy similar to that used by Ghosh Moulic �13� and Ghosh
oulic and Yao �14�. The solution was advanced from  to 
2� first in two steps with step size �, and then in one step
ith step size 2�. The difference in the wall temperatures and

he wall shear stresses predicted by the two-step integration and
he one-step integration, at the location +2�, was compared. If
he difference was greater than 10−4, the step size � was halved
nd the process repeated; if the difference was less than 10−6, the
tep size for the next step was doubled. The converged solution at
+2� from the two-step integration was used as the initial guess
or the single-step integration from  to +2�. As a result, the
terations for the single-step integration converge rapidly. Using
his strategy, the solution was advanced to =108, with a reason-
ble accuracy, without using an excessive amount of computer
ime. The initial value of �, in the region near the leading edge,
as taken to be 5�10−3. The tolerance for the iterations at the

eading edge was set to 10−12. The tolerance for the iterations at
ther -locations was taken to be 10−6.
As a check, Eqs. �22a�–�22c� were solved for �5 /2, and the

esults obtained were compared with the results obtained by solv-
ng Eqs. �30a�–�30c�. The difference between the two computa-
ions was found to be within the tolerance used in the computa-
ions. The step size � selected by the adaptive marching strategy
hen solving Eqs. �22a�–�22c� was found to be much smaller than

he step size selected by the adaptive marching scheme while
olving Eqs. �30a�–�30c� in the region far downstream of the lead-
ng edge. Thus, the same degree of accuracy can be achieved with
arger step sizes �, when Eqs. �30a�–�30c� are solved instead of
qs. �22a�–�22c�, for �5 /2. This results in a significant reduc-

ion in the total computing time.

Results and Discussion

Results have been obtained for Pr=1. The values of f0��0�,
f1��0�, g0�0�, and g1�0�, obtained by solving Eqs. �10a�, �10b�,
11a�, and �11b�, are presented in Tables 1 and 2, respectively, for
r=1. Table 1 indicates that both f0��0� and f1��0� are positive.
able 2 shows that while g0�0� is positive, g1�0� is negative. It
ollows from Eqs. �14� and �18� that the values of Nux�2 /Rex�1/2

nd cfx
�Rex /2�1/2 increase with x, while the wall temperature de-

reases. This is due to the acceleration of the fluid by buoyancy
orces that aid the fluid motion. The increase in fluid velocity in
he heated layer adjacent to the plate has a cooling effect; it also
hins the boundary layer and increases the velocity gradients at the
all, resulting in an increase in the wall shear stress.
Typical profiles of the streamwise velocity in a mixed-

onvection boundary layer are plotted in Fig. 2 for =100 and 
500. The forced-convection profile is shown in dotted lines for
omparison. The figure shows that buoyancy forces accelerate the
ow in the heated layer close to the plate and thin the boundary

ayer. At the leading edge, the maximum value of the velocity
istribution occurs at the edge of the boundary layer; the effect of
all friction reduces the fluid velocity inside the boundary layer to
alues lower than the freestream velocity. Figure 2 shows that the

Table 1 Coefficients for wall shear stress for Pr=1

f0��0� f1��0� F��0�

0.46960 1.0298 0.72196

Table 2 Coefficients for wall temperature for Pr=1

g0�0� g1�0� G�0�

1.5406 −0.53766 1.3574
22502-6 / Vol. 131, FEBRUARY 2009
peak of the velocity profiles at =100 and =500 occurs inside
the boundary layer. The maximum velocity increases with  under
the influence of buoyancy forces. The corresponding temperature
distributions are presented in Fig. 3. It can be seen that the thick-
ness of the heated layer decreases with an increase in distance
from the leading edge.

The variation in cfx
�Rex /2�1/2 with  is displayed in Fig. 4 for

Pr=1. The local skin-friction factor is obtained using the relation

cfx
�Rex

2
�1/2

= � �u

�

�


=0
�38a�

when �5 /2 and the relation

cfx
�Rex

2
�1/2

= �5

2
�2/5� �Ũ

�
̃
�


̃=0

3/5 �38b�

for �5 /2 The forced-convection limit

cfx
�Rex/2�1/2 = f0��0� �39�

and the free-convection asymptote

Fig. 2 Axial velocity profiles at selected locations
Fig. 3 Temperature distribution at selected locations
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cfx
�Rex

2
�1/2

= �5

2
�2/5

F��0�3/5 �40�

re also plotted in Fig. 4. The values of f0��0� and F��0� are tabu-
ated in Table 1. It may be noted that the values of cfx

�Rex /2�1/2

epend on two nondimensional parameters,  and Pr, since the
olution of Eqs. �22a�–�22c� and �30a�–�30c� depends on the in-
ependent variables  and 
 and the Prandtl number. Thus, for a
iven fluid, cfx

�Rex /2�1/2 is a sole function of . For a forced-
onvection boundary layer, cfx

�Rex /2�1/2 is a constant with a value
qual to 0.46960. Figure 4 shows that the values of cfx

�Rex /2�1/2

or the mixed-convection boundary layer increase monotonically
ith  as the boundary layer is thinned due to acceleration of the
uid by buoyancy forces. Near the leading edge, the rate of an

ncrease in cfx
�Rex /2�1/2 with  is small. The value of

fx
�Rex /2�1/2 is approximately constant in the forced-convection

ominated region close to the leading edge of the plate. Far down-
tream of the leading edge, cfx

�Rex /2�1/2 seems to merge with the
ree-convection limit.

The axial distribution of the wall temperature �w=�� ,0� is
lotted in Fig. 5�a�. The forced-convection and free-convection
imits are also plotted for comparison. The figure indicates that the
cceleration of the fluid by buoyancy forces leads to a cooling
ffect. The wall temperature starts with the forced-convection
alue

�w = g0�0� �41�

t =0, decreases monotonically with distance from the leading
dge, and asymptotically approaches the free-convection tempera-
ure distribution

�w = � 5

2
�1/5

G�0� �42�

t large values of . As indicated in Table 2, the value of G�0� is
.3574 for Pr=1. Figure 5�b� shows the variation in the wall tem-

erature 	̃w= �2 /5�1/5�w, on the free-convection scale. The figure

ndicates that 	̃w increases with  initially, and then asymptotically
pproaches the constant value, G�0�, at large values of .

The local Nusselt number distribution is given by the relation

Nux� 2

Rex
�1/2

=
1

�w
=

1

��,0�
�43�

quation �43� indicates that the value of Nux�2 /Rex�1/2 depends
n  and Pr. The variation in Nux�2 /Rex�1/2 with  is displayed in

1/2

Fig. 4 Axial variation in cfx
„Rex /2…1/2
ig. 6 for Pr=1. The figure indicates that Nux�2 /Rex� increases

ournal of Heat Transfer
with  as the wall temperature �w decreases and asymptotically
approaches the free-convection limit.

Fig. 5 Axial variation in wall temperature „a… on forced-
convection scale and „b… on free-convection scale

1/2
Fig. 6 Axial variation in Nux„2/Rex…

FEBRUARY 2009, Vol. 131 / 022502-7



4

b
t
p
g
t
c
u
T
n
R
l
i
p
p
G
c

N

G

0

Conclusions
The perturbation analysis presented in Sec. 2.1 shows that

uoyancy effects grow downstream as �x3/2. This may be con-
rasted with the case of mixed convection along a vertical flat
late with uniform surface temperature, where buoyancy effects
row linearly with x. The perturbation analysis demonstrates that
he relevant nondimensional parameter describing mixed-
onvection boundary-layer flow along a heated vertical plate with
niform surface heat flux is �x3/2, which is equal to Gr

x
* /Rex

5/2.
he mixed-convection boundary-layer equations have been solved
umerically by an accurate finite-difference marching technique.
esults for the local skin-friction factor, wall temperature, and

ocal Nusselt number distribution indicate that forced convection
s the dominant mode of heat transfer near the leading edge of the
late, where Gr

x
* /Rex

5/2�1. Buoyancy forces begin to play an im-
ortant role in the dynamics of the flow when Gr

x
* /Rex

5/2�1. As
r
x
* /Rex

5/2→�, the flow asymptotically approaches the free-
onvection limit, far downstream of the leading edge.

omenclature
cf � skin-friction coefficient
g � gravitational acceleration

Gr* � modified Grashof number
h � local heat transfer coefficient
k � thermal conductivity of the fluid
l � reference length

Nu � Nusselt number
Pr � Prandtl number
qw � surface heat flux
Re � Reynolds number

T � dimensional temperature
T� � ambient temperature

u � velocity in the x-direction
ū� � freestream velocity
ū0 � free-convection velocity scale
v � velocity in the y-direction
w � transformed velocity
x � coordinate along the plate
y � coordinate normal to the plate

reek Symbols

� � thermal diffusivity of the fluid

22502-8 / Vol. 131, FEBRUARY 2009
� � coefficient of thermal expansion

 � Blasius similarity variable

̃ � free-convection similarity variable
	 � nondimensional temperature
� � kinematic viscosity

�0 � reference density
�w � wall shear stress
 � 23/2Gr

x
* /Rex

5/2

Subscripts
w � wall
x � local value
� � freestream

Superscripts
� � dimensional quantities
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Natural Convection Reduction in
a Composite Air/Porous Annular
Region With Horizontal
Orientation
This paper deals with a numerical investigation on natural convection heat transfer in a
long horizontal annular region formed with a heated inner cylinder and a cooled outer
cylinder. Identifying the annular region geometrically by its radius ratio, it is divided into
two subregions: a thicker outer subregion is filled with a porous material saturated by
air, whereas a thinner inner subregion is clear. Based on the general Darcy–Brinkman–
Forchheimer model for flow in porous media, numerical calculations with the control
volume method produce the velocity and temperature fields of the air motion in the two
subregions. The baseline case corresponds to an annular region of same dimensions, but
filled completely with a porous material saturated by air. Upon articulating the physical
properties of a porous material with the clear gap size, the analyst will be able to tune
those conditions that are conducive to heat transfer reduction across the concentric
two-cylinder configuration. The outcome of this paper is equivalent to the determination
of superior thermal insulation performance using lesser porous material. In other words,
this paper boils down to beneficial energy conservation together with money savings in
the purchase of the thermal insulation. �DOI: 10.1115/1.2993544�

Keywords: heat transfer reduction, long horizontal annulus, air natural convection, po-
rous material, improved thermal insulation
Introduction
Convective heat transfer through porous media has gained con-

iderable attention in recent decades due to its relevance in a
ultitude of technological applications such as advanced thermal

nsulation, compact cryogenic devices, underground cable sys-
ems, grain storage in silos, nuclear waste repositories, thermal
nergy storage, etc. Interestingly, a subset of these technological
pplications pertains to buoyancy-driven flows in a variety of con-
gurations that bring forth natural convective heat transfer.
The pioneering work concerning annular enclosures filled with
porous medium was done by Caltagirone �1,2� who performed

umerical simulations and experimental measurements with a
orizontal annulus of fixed radius ratio, R=2. With the help of the
hristiansen effect, this researcher observed a steady two-
imensional �2D� flow regime with two symmetric convective
ells2 for a modified Rayleigh number Ra� that stayed below
5�4. For higher Ra�, fluctuating three-dimensional �3D� effects
ppeared in the upper part of the porous zone, although the lower
one remained two dimensional. The visualization experiments in
efs. �1,2� were reconducted by Charrier-Mojtabi et al. �3� who
onfirmed the existence of the two-dimensional unicellular steady
tructures. When Ra� was increased up to 250, the unicellular flow
atterns became three dimensional in the upper part occupied by
he porous material, while still remained two dimensional in the
ower part. During the cooling phase, the confined flow turned two
imensional again, being bicellular first and unicellular later when
he modified Rayleigh number Ra� dropped below 69. Collec-
ively, either 2D unicellular flow or 2D bicellular flow was mani-

1Corresponding author.
2Also named unicellular flow.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received October 31, 2007; final manuscript re-
eived July 10, 2008; published online December 12, 2008. Review conducted by

ung Jin Kim.

ournal of Heat Transfer Copyright © 20
fested for the same value of Ra��65�4, but both cases pos-
sessed stability. Barbosa Mota and Saatdjian �4,5� reproduced
numerically the hysteresis phenomenon in an annular cavity filled
with a porous material, owing a moderate radius ratio R�1.7. The
functional relationship between the average Nusselt number and
the modified Rayleigh number followed a closed hysteresis loop,
which was tied up to a transition from a flow with two cells
�unicellular regime� to a more complex flow with four cells �bi-
cellular regime�. For smaller R�1.7, steady-state flow regimes
containing two, four, six, and eight cells appeared progressively as
Ra� increased, but absent of hysteresis patterns. For a given radius
ratio R=2, the numerical predictions were in good agreement with
the experimental data reported in Ref. �1�. The two-dimensional
bifurcation phenomenon was also tackled by Himasekhar and Bau
�6�, combining the perturbation expansion technique and the
Galerkin method. Relying on an elaborate numerical procedure
based on a mixed Fourier–Galerkin-collocation-Chebyshev
method, Charrier-Mojtabi �7� obtained a set of representative 2D
and 3D flow and temperature fields. The solution of the Bouss-
inesq equations formulated in terms of pressure and temperature
supplied the needed critical modified Rayleigh number Rac

� for the
transition between 2D unicellular flow and 2D bicellular flow. The
end result was adequately synthesized by Rac

�=61�0.5 for R=2
and Rac

�=111.75�0.25 for R=�2. The numerical findings clearly
indicated the presence of complex 3D spiral flows localized at the
top of the annular regions whenever the radius ratio R was con-
tained between �2 and 2. In addition, the bifurcation point demar-
cating the 2D unicellular flow from the complex 3D spiral flow
was determined numerically.

All publications cited previously revolve around the simple
Darcy model. Conceptually, the fluid flow through a porous me-
dium with highly permeability is subject to inertia and boundary
effects that are not contemplated in the Darcy model. Based on a
semi-empirical version of the momentum equation suggested by

Vafai and Tien �8�, the numerical computations done by Kaviany

FEBRUARY 2009, Vol. 131 / 022601-109 by ASME
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9� elucidated that the non-Darcy effects—the boundary effect be-
ng the most significant—tend to reduce the heat transfer rate. A
ow diagram was elaborated by the latter author in order to clas-
ify in an orderly fashion the pseudoconduction regime, the Darcy
egime, and the non-Darcy regime.

Natural convection has also been extensively studied in a hori-
ontal annulus filled with a Newtonian fluid, mostly air and water.
rigull and Hauf �10� visualized circulatory flows and character-

zed them in terms of a Grashof number based on the annulus
hickness, �. This paper aptly culminated with the establishment
f three regimes: the pseudoconduction �Gr��2400�, the transi-
ion regime �2400�Gr��30,000�, and the fully developed con-
ection �Gr��30,000�. Focusing on an experimental work, Powe
t al. �11� classified the flow patterns according to suitable com-
inations of the Rayleigh number Ra� and the radius ratio R. At
mall radius ratios �R�1.20�, the unicellular flow becomes mul-
icellular, while remaining two dimensional when increasing the
ayleigh number in the ample range 4900�Ra��34,100. This
D stationary flow structure was confirmed numerically by Powe
t al. �12� later. For higher radius ratios inside the R-interval
.24�R�1.71, a complex 3D spiral flow develops after the first
ifurcation surfaces up at the top of the annular cavity. Further-
ore, an oscillating three-dimensional thermal plume was pal-

able in the upper part of the annular space when R�2. Kuehn
nd Goldstein �13� carried out theoretical, numerical, and experi-
ental analyses for air and water filling an annulus of fixed R
2.6. At the end, they constructed empirical correlations satisfy-

ng all Ra� operating inside 2.1�104�Ra��9.8�105. In another
ork, these same authors �14� developed a laminar and turbulent
odel for heat transfer in concentric and eccentric circular annuli.

n the extreme case connected to a narrow annular space, some
nvestigations were initiated to decipher the instabilities created in
he constrained 2D multicellular flows. The consensus was that
he discrepancies found in literature �15–17� were primarily linked
o pairs of flow patterns and critical Rayleigh numbers corre-
ponding to the bifurcation points.

It should be added that turbulent thermal convection in fluids
onfined to horizontal concentric annuli has been investigated in
efs. �18–22�, but this topic deviates from the main objective of

he present paper.
Natural convection in horizontal concentric spaces partly filled

ith a porous matrix saturated by air has been examined in two
ublications, one by Aldoss et al. �23� and the other by Leong and
ai �24�. Depending on the placement of the porous matrix layer,

wo cases were treated in Ref. �23�. In the first case, the porous
atrix layer was located adjacent to the hot inner cylinder, while

n the second case was located adjacent to the cold outer cylinder.
n both cases, a value of 1 was assigned to the thermal conduc-
ivity ratio Rc=ke /k. It is worth pointing out that the idealized
umber 1 lacks physical significance because no real porous ma-
erial possesses the thermal conductivity as low as the thermal
onductivity of air �kair=0.026 W /m K at T=20°C�. Even more,
ince the Grashof number was applied in a small interval extend-
ng from 3.7�103 to 5.4�103, this choice means that the air

otion was very weak. This situation essentially translates into
ominant conduction heat transfer. As far as the presentation of
esults is concerned, neither streamlines nor isotherms were plot-
ed to facilitate the visualization of the fluid/heat flow character-
stics. The obtained results were directed exclusively through the
imensionless mean heat convection coefficient, that is, the mean
u number. The tortuous airflow was treated in Ref. �24� with the
arcy–Brinkman model in the porous subdomain in contact with

he heated inner cylinder. With a combination of the perturbation
ethod and the Fourier transform, the authors determined ap-

roximate analytic velocity and temperature solutions for an ul-
rahigh Prandtl number fluid with 20,000 �resembling engine oil
etween 0°C and 20°C�. A pair of extremely small Rayleigh
umbers of order Ra=0.1 and 1 were associated with the thick

uid/annulus ensemble. In this regard, it may be speculated that

22601-2 / Vol. 131, FEBRUARY 2009
�1� the tiny Ra values are indicative of very weak convection, �2�
the tiny Ra values are not suited for real insulation purposes, and
�3� the thick fluid chosen remains almost motionless at the preva-
lent low Ra numbers.

Pipelines are used extensively in industries throughout the
world to carry hot fluid streams from one location to another. The
norm is that the pipelines are thermally insulated to combat the
heat losses to the environment �25�.

The principal motivation for undertaking the present investiga-
tion was to explore possible ways to improve the thermal insula-
tion effectiveness of horizontal round tubes by using a smaller
amount of thermal insulation material. This idea opposes radically
the traditional way that pursues a larger thickness of insulation
material. For this purpose, instead of analyzing the air natural
convection in a horizontal annular cavity filled completely with a
saturated porous medium, we analyzed instead the air natural con-
vection in the same annular cavity partly filled with a saturated
porous medium. To accomplish this goal specifically, a small clear
gap is accommodated around the heated inner cylinder to exploit
the poor heat conducting properties of air. The other part of the
annular cavity moving outward is occupied by the saturated po-
rous medium. The problem under study is formulated with a com-
plete system of 2D conservation equations embracing the Darcy–
Brinkman–Forchheimer model in the porous medium. The system
of equations has to be solved numerically because of its severe
level of complexity. Articulating the physical properties of the
porous material with the air gap size in a horizontal annular cav-
ity, the analyst will be able to tune the proper conditions that are
conducive to heat transfer reduction across the concentric two-
cylinder configuration. This combination of factors may render
superior thermal insulation performance while using lesser porous
material. In other words, this issue translates into beneficial en-
ergy conservation accompanied by money savings in the purchase
of the insulating material.

2 Mathematical Formulation
Sketched in Fig. 1 is the physical system consisting in an an-

nular geometry bounded by two long concentric impermeable
solid cylinders placed in a horizontal position. The inner cylinder
of radius ri is at a hot temperature Ti, whereas the outer cylinder
of radius ro is at a cold temperature To. An air gap of thickness ea
is placed adjacent to the hot inner cylinder and the remaining
space is filled with a porous matrix. The porous layer with poros-
ity � and permeability K is saturated by air with effective dynamic
viscosity 	e=	, effective heat capacity �
cp�e= �
cp�, and effec-

Fig. 1 Physical system and computation domain
tive thermal conductivity ke�k. The thermal-driven air flow is
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resumed to be steady, incompressible, laminar, and two dimen-
ional. The physical properties of air are taken at the average
emperature Tm= �Ti+To� /2, except for the density in the buoy-
ncy terms of the momentum equations that is allowed to vary
inearly with temperature. As it is customarily done, the fluid is
onceived to be in thermal equilibrium with the porous matrix.

The mathematical formulation is written in cylindrical coordi-
ates with the origin lying at the center of the two bounding solid
ylinders. The angular coordinate � is measured from the vertical,
ositively counterclockwise at the bottom. The Boussinesq-
pproximated Navier–Stokes equations and energy equation with
egligible viscous dissipation describe the buoyancy-induced air-
ow and temperature fields under study. The conservative equa-

ions, based on the available empirical data and the volume aver-
ge principle �8�, are applied in the outer porous subregion. The
emi-empirical momentum equations incorporate the so-called
arcy, Brinkman, and Forchheimer terms �9�. However, the mo-
entum equations do not account for any dispersion or spreading

f momentum and thermal energy due to interpore mixing in the
resence of velocity gradients. A one-domain approach with one
ingle set of equations is used for both the fluid subregion and the
orous subregion. An averaging technique is employed to handle
he discontinuity of the properties at the interface. The equations
f conservation of mass, momentum, and heat transport written in
ector form are as follows:

� · V = 0 �1�


�V · ��V = − �P − 
g��T − Tm�I + 	V −
�	

K
V −


F�2

�K
�V�V

�2�

�V · ��T = �eT �3�

here I=cos �er−sin �e� and V=ver+ue� �er and e� are unit
ectors� and 
, 	, and � are the fluid properties.

By setting the permeability K equal to infinity and the porosity
equal to 1, the Navier–Stokes equations are recovered in the

uid subregion where the effective thermal diffusivity �e is re-
laced by the air thermal diffusivity �.

The intrinsic velocity of the porous layer is obtained by way of
he ratio V /�. The Darcy resistance in the momentum equation
iven by ��	 /K�V represents the influence of friction at the pore
evel. Non-Darcy terms are also included to capture the macro-
copic and microscopic inertial effects as well as the boundary
ffects.

The radial coordinate r is scaled with respect to the radius ri,
he velocities u and v to � /ri, the pressure p to 
�� /ri�2, and the
emperature difference T−To to Ti−To, paving the way for the
efinition of the dimensionless variables:

r� =
r

ri
, u� =

u

�/ri
, v� =

v
�/ri

, P� =
P


��/ri�2 , � =
T − To

Ti − To

hereafter, the governing equations �1�–�3� are conveniently re-
ritten in expanded form as

�

�r�
�r�v�� +

�u�

��
= 0 �4�

�

�r��r�v�v� − Pr r�
�v�

�r� � +
�

��
�u�v� − Pr

�v�

r� � �
�

= − r�
�P�

�r�
− Ra Pr � cos���r� +

u�2

r�
r�

− Pr� v�

�2 +
2
�2

�u��r� − � Pr
+

Cf �V���v�r� �5�

r r �� Da �Da

ournal of Heat Transfer
�

�r��r�v�u� − Pr r�
�u�

�r� � +
�

��
�u�u� − Pr

�u�

r� � �
�

= − r�
�P�

r� � �
+ Ra Pr � sin���r� −

v�u�

r�
r�

− Pr� u�

r�2 −
2

r�2

�v�

��
�r� − � Pr

Da
+

Cf

�Da
�V���u�r� �6�

�

�r��r�v�� − Rcr
�

��

�r�� +
�

��
�u�� − Rc

��

r� � �
� = 0 �7�

Here the magnitude of the velocity in Eqs. �5� and �6� is related to
�V��=�u�2+v�2.

In light of the foregoing development, the following six dimen-
sionless groups are identified as the controlling parameters of the
problem:

�1� Rayleigh number Ra=g��Ti−To�ri
3 / ����

�2� Prandtl number Pr=� /�
�3� Darcy number Da=K / ��ri

2�
�4� thermal conductivity ratio Rc=ke /k
�5� radius ratio R=ro /ri
�6� dimensionless air gap thickness ea

�=ea /ri

Three of these parameters, Ra, Da, and Rc, can be combined to
deliver a composite parameter—the modified Rayleigh number
Ra�=Ra Da /Rc—if the Boussinesq–Darcy equations are respon-
sible for the modeling of heat/fluid flow in the porous medium.

In the fluid subregion, the Darcy number Da tends toward in-
finity and the thermal conductivity ratio Rc is equal to unity. In
reference to the inertial coefficient Cf =F�3/2, its magnitude can be
as small as 0.1 in the case of foam metal fibers, as indicated by
Nield and Bejan �26�. Whenever Ra�106, Da�10−3, and Rc
�10 hold, the microscopic inertial effects, modeled by the qua-
dratic drag terms in Eqs. �2�, �5�, and �6�, are very weak when
compared with the Darcy effects modeled by linear drag terms.
The assumption of local thermal equilibrium in the porous me-
dium is valid for the small thermal conductivity ratios �Rc�10�
used in the present study.

Assuming flow symmetry about the vertical plane dividing the
two cylinders into two semicylinders, the computation domain is
constructed in one-half of the annulus 0����. The boundary
conditions in dimensionless form can then be properly listed as
follows:

u� = v� = 0, � = 1 at r� = 1 �8a�

u� = v� = � = 0 at r� = R �8b�

u� =
�v�

��
=

��

��
= 0 at � = 0 or � �8c�

The key matching conditions at the interface between the porous
subregion and the clear subregion, representative of the continuity
of velocities, pressure, shear stress, temperature, and heat flux, are
given by

Vf
� = Vp

�, Pf
� = Pp

� �9a�

�Vf
�

�r�
=

�Vp
�

�r�
�9b�

� f = �p �9c�

�� f
�

= Rc

��p
�

,
�� f = Rc

��p �9d�

�r �r �� ��
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The dimensionless heat flux from the two bounding cylinders is
ependent on the temperature gradient at the wall. These two
uantities are evaluated locally by

qi��� = − 	��

�r�	
r�=1

on the inner cylinder �10a�

qo��� = − 	Rc

��

�r�	
r�=R

on the outer cylinder �10b�

nder steady-state conditions, the total amount of exchanged heat
n the annular region is

Q = 2

0

�

qid� = 2

0

�

qoRd� �11�

ext, the dimensionless heat convection coefficient or the Nusselt
umber at the curved walls is a convenient way for expressing the
eat transfer due to convective effects. In this vein, the local Nus-
elt numbers at the two cylinders are defined as follows:

Nui��� = − Rc
−1 ln�R�1 + ea

��Rc−1�	��

�r�	
r�=1

�12a�

Nuo��� = − R ln�R�1 + ea
��Rc−1�	��

�r�	
r�=R

�12b�

ltimately, the mean Nusselt numbers on the inner and outer
alls of the annulus are calculated by averaging the local Nusselt
umber on the surface area of the cylinders. For steady-state con-
itions, these two mean Nusselt numbers should be equal. This
quality can also be considered as a physical criterion for check-
ng the accuracy of the numerical solutions. Therefore, the mean
usselt number defined as

Nu =
1

�



0

�

Nui d� =
1

�



0

�

Nuo d� �13�

urnishes the ratio of the total heat transfer to the heat transfer by
onduction �in the absence of natural convection, i.e., for Ra=0�.

Numerical Procedure
Due to a superabundance of parameters controlling the present

tudy, all numerical computations are carried out for one fluid, air
Pr=0.71� and an annular cavity with fixed radius ratio R=2.

The system of partial differential equations �4�–�7� and the im-
osed boundary conditions are discretized by means of the control
olume method. Staggered grids and the SIMPLE �Semi Implicit
ethod for Pressure Linked Equations� algorithm �27� are utilized

o treat the coupling between the velocity and pressure fields. A
ower law differencing scheme �PLDS� is used to implement the
ontribution of convection and diffusion in the transport phenom-
na. Because of the prevalent nonlinearities, the system of trans-
ormed algebraic equations is solved by employing a combination
f the tridiagonal matrix algorithm �TDMA� and the Gauss–Seidel

able 1 Grid sensitivity analysis for Ra=107, Pr=0.7, and Rc
00Ã120 nodes and 1.08% for 200Ã240 nodes

ea
�

Da=10−4

Nu 50�60 nodes Nu 100�120 nodes Nu 200�240 no

0 3.8683 3.8806 3.8821
0.1 4.7132 4.7183 4.7181
0.5 6.5976 6.6178 6.6326
0.8 7.6781 7.7233 7.7467
1 9.9714 10.0213 10.0525
terative method along with under-relaxation. The final flow and

22601-4 / Vol. 131, FEBRUARY 2009
temperature solution is conceived to have reached convergence
during the iterative process when the maximum relative error on
the generic dependent variable � �equivalent to the velocities u
and v, the pressure p, and the temperature T�,

1

�max
��

i=1

N

��i
n+1 − �i

n�2 � � �14�

is satisfied. A typical value of � is preset at 10−5. In addition, the
maximum allowable absolute residue in the mass conservation
equation �1� is equated to less than 10−10.

For a moderate-to-high Rayleigh number of magnitude Ra
=107 combined with a thermal conductivity ratio Rc=2, a grid
sensitivity analysis was done for two contrasting Darcy numbers,
a high Da=10−4 and a low Da=10−8, while sweeping several rela-
tive air gap thicknesses ea

�. A nonuniform grid in the radial direc-
tion is deployed having finer steps close to the inner and outer
cylinders to capture the anticipated steep velocity and temperature
gradients. The results reported in Table 1 served as a guidance to
select a grid of 100�120 nodes in the computational domain. An
additional grid refinement has shown that a finer 200�240 grid
yields a maximum relative difference of 1.08% in the mean Nus-
selt number, Nu. Actually, the first order scheme provided suffi-
cient accuracy in the numerical solutions with this fine grid. To
assess the accuracy of the numerical computations even further, a
global energy balance was performed between the inner and outer
solid cylinders. The quality of the results can be asserted through
the excellent agreement between the inner and the outer mean
Nusselt numbers Nui and Nuo; this parity amounts to a negligible
difference of less than 0.06%.

4 Results and Discussion
From principles of heat conduction, the traditional way to im-

prove the thermal insulation performance of a horizontal annular
cavity filled with a porous material is to increase the thermal
resistance by enlarging the dimension of the radius ratio R. An-
other possibility worth of exploring is to add thermal resistance to
the annular cavity by removing a thin layer of porous material
around the hot inner cylinder to create a thin air layer; this ar-
rangement forces the air to remain stagnant in the artificially cre-
ated gap. The presence of still air would facilitate the reduction in
the conductive heat transfer because the thermal conductivity of
air is smaller than that of typical insulation materials. In numbers,
the thermal conductivity ratio usually lies inside 1�Rc�3. With
an insulating material possessing a very low permeability �Da
=10−8� and a small thermal conductivity ratio �Rc=2�, the inser-
tion of an air gap promotes the onset of natural convection that
tends to invigorate, i.e., �max increases with the gap size, as shown
in Fig. 2�a�. The porous layer constitutes a dynamic resistance to
the thermal-driven flow in principle due to the Darcy effects and
thus lessens the strength of thermal buoyancy. For Da=10−8, the
resistance is substantially high so that it mainly restricts the flow
to the fluid subregion. For a very thin air gap, say, ea

�=0.1, the

along with two Da; maximum relative differences are 2% for

Da=10−8

Nu 50�60 nodes Nu 100�120 nodes Nu 200�240 nodes

1.0009 1.0004 1.0003
1.0117 1.0099 1.0084
2.2728 2.2451 2.2304
4.7178 4.6233 4.5732

– – –
=2

des
fluid motion is very weak and may be considered nearly motion-

Transactions of the ASME



l
t
o
d
a
t
fl
o
n
z
e
i

s
v
a
n
t
p
t
o
p
c
t

J

ess. Consequently, the transfer of heat takes place by the conduc-
ion mode. On the other hand, an increment in Rc to a large value
f 10 means that the temperature gradient within the porous layer
iminishes to a small value. For instance, the temperature gradient
pplied to the air layer is substantially augmented; this augmen-
ation yields a greater buoyancy effect that induces a more intense
uid circulation. This behavior is synonymous with higher values
f �max, as reflected in Fig. 2�b�. Furthermore, it can be recog-
ized that the insertion of a thin air gap may lead to the minimi-
ation of heat transfer in the horizontal annular cavity. A detailed
xplanation of this singular feature will be given in the forthcom-
ng figures.

The variation in the mean Nusselt number Nu with the dimen-
ionless air gap ea

� parametrized by Da is plotted in Fig. 3 for two
alues of Rc. When the Darcy number is decreased, this action
mplifies the viscous effects and weakens the buoyancy effect; the
et result is a diminution in the mean Nusselt number. For Rc=1,
he conduction resistance does not change compared with the
lain fluid situation because the effective thermal conductivity of
he porous material ke is equal to that of the thermal conductivity
f the fluid k. Thus, the Nu value is constrained between the fully
orous case typified by ea

�=0 and Da�10−6 and the fully fluid
ase with ea

�=1. The influence of ea
� is more important whenever

Fig. 2 Streamlines and isotherms in a partially p
for „a… Rc=2 and „b… Rc=10
here is a small permeability K, in other words for a thin porous

ournal of Heat Transfer
layer or a thin air gap. By increasing Rc up to 5, the heat transfer
by conduction is augmented particularly for thick porous layers,
i.e., this action promotes the reduction in Nu. On the contrary, for
thin porous layers, natural convection remains the prevailing

us annulus for Ra=106 and Da=10−8: effect of ea
�

Fig. 3 Influence of ea
� and Da on the mean Nusselt number for

6

oro
Ra=10
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ode of heat transfer. For example, if Da=10−3, the intersection
oint ea

�=0.55 between the curve Rc=1 and the curve Rc=5 in-
inuates two regions: one subregion of highly porous annulus
here the effect of Rc is substantial and another subregion of thick

ir gap where natural convection is dominating. The intersection
oint ea

� occurs at a lower value for a smaller magnitude of the
ermeability K.

The forthcoming set of figures was prepared to assess the heat
ransfer performance in a qualitative manner. For purposes of ther-

al insulation as given in Fig. 4, a porous material with low or
elatively moderate permeability K and low or relatively moderate
hermal conductivity ke is employed. The annular space filled
ompletely with a porous material is then chosen as a point of
eference in which the heat transfer occurs by the conduction
ode. Figure 4 tries to answer the following question: Is it viable

o reduce the heat losses while using lesser insulating material? In
his regard, Fig. 4�a� illustrates the contributing parts of conduc-
ion and natural convection toward the total heat losses versus the
elative air layer thickness. In fact, it is obvious that in the con-
uction mode, substituting part of the porous material by motion-
ess air will increase the thermal resistance contributing to a re-
uction in heat losses. On the contrary, lessening the porous layer
hickness or creating an artificial air gap, this reduces the hydro-
ynamic resistance and consequently intensifies natural convec-
ion particularly in the inner subregion of clear fluid. Certainly, the
nsertion of a thin air gap of approximately less than 10% of the

ig. 4 Heat transfer reduction in a partly porous annulus for
a=106: „a… conduction and convection contributions in total
eat losses and „b… total heat losses
nnular space thickness does not entail to a great natural convec-

22601-6 / Vol. 131, FEBRUARY 2009
tion activity even at a moderate Da value of 10−5. This statement
is evidenced in Fig. 4�b�. Therefore, conduction prevails as a heat
transfer mode up to a given value of the air layer thickness ea

�,
which means that air may be considered as “quiescent” up to this
point. Beyond this value of ea

�, natural convection becomes suffi-
ciently important to instill an increasing trend to the heat loss
curve. The importance of Fig. 4 stems from the fact that it deals
with the quality of thermal insulation and its potential improve-
ment. Two points are worth defining at this point through the
utilization of this figure. One, an optimal insulation corresponding
to the best thermal performance given by the minimum heat losses
�Qopt� obtained at the thickness ea,opt

� . The other, the upper limit of
an economic insulation represented by the same heat losses �Qp�
as the reference case, but with much less insulating material
�ea,cv

� �. As an example, an insulating material characterized by
Rc=2 and Da�10−6 ensures an optimal insulation condition, i.e.,
about 17% decrement in heat losses than the fully porous annulus.
In other words, this corresponds to a 13% saving in the porous
material and an economic insulation, which delivers the same heat
losses as the completely porous case with as much as 30% less
insulating material.

In all fairness, it should be remarked that for an excellent insu-
lating material having Rc=1 and Da�10−6, the heat losses cannot
be reduced. However, the reference case can be retrieved with a
less thick porous layer. To put things in perspective, a parametric
study is carried out to obtain ea,opt

� in terms of Da, Ra, and Rc, and
the computed results are plotted in Fig. 5 for further analysis. It is
observable in this figure that the optimal insulation thickness var-
ies inversely with Ra. Thus, a greater amount of insulating mate-
rial is saved when the natural convection strength is small, say,
around Ra=104.

Unlike in the previous case, highly permeable and conducting
porous materials can induce a deterioration of the thermal insula-
tion effectiveness. Generally, a porous insert with Rc=10, a small
permeability K, and Ra=106, as illustrated in Fig. 6, would reduce
the conduction resistance and increase the natural convection re-
sistance in the same manner that was explained in Fig. 4�a� be-
fore. In fact, the same trend as in Fig. 4�b� is obtained. It is worth
noting that the nearly fully porous annular cavity, indicated by the
limit ea,HTA

� , presents an interesting case of heat transfer enhance-
ment due to the substantial reduction in conduction resistance be-
cause conduction is the prevailing heat transfer mode. As an illus-
trative example, for Da�10−6 the heat transferred reaches the
level of the plain fluid case at ea,HTA

� =0.06 and may exceed it by
more than 77% at the fully porous limit. For a higher permeability
of the porous material holding Da=10−3, the natural convection
resistance does not increase considerably and the thermal buoy-
ancy becomes locally intense so that the overall heat transfer is

Fig. 5 Air-gap size for optimal thermal insulation
enhanced basically due to the impact of Rc regardless of the thick-
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ess of the porous layer. However, one may notice immediately
hat the impact of Rc is much more significant for a highly porous
aterial.
To culminate the discussion of results, we introduce a dimen-

ionless global parameter E for the assessment of the heat transfer
erformance. E is defined as the ratio of the dimensionless re-
uced heat transfer to the dimensionless thickness of the porous
ayer as follows:

E�%� =
�Qp − Q�/Qf

ep
�

�15�

rom the standpoint of establishing an analogy, the elements in
he parameter E are reminiscent of some sort of quality-to-cost
atio. In this sense, the quality corresponds to the thermal perfor-
ance and the cost to the quantity of the porous material selected.
hereby, the best economical situation would be one that guaran-

ees a maximum value of E. In harmony with this proposition,
epresentative values for the parameter E are displayed in Fig. 7,
lucidating that the best thermal insulation is close to the maxi-
um thermal performance point �ea,opt

� �. Without any doubt, this
oncise graphical representation is important because it will serve
s a valuable guidance to thermal design engineers.

ig. 6 Heat transfer performance in a partly porous annulus
or Ra=106 and Rc=10

ig. 7 Heat transfer performance for thermal insulation when
−8
a=10

ournal of Heat Transfer
5 Conclusion
Natural convection in a horizontal annular region partly filled

with a porous material is analyzed and documented from the en-
gineering framework of thermal insulation. Detailed numerical re-
sults convincingly demonstrate that the artificial creation of a
clear gap in the annular space adjacent to the hot inner cylinder is
tantamount to thermal insulation characteristics that are superior
than those inherent to the standard situation of an annular region
filled completely with porous material. For certain combinations
of the controlling parameters, two specific thicknesses of the air
gap size are obtained: one corresponds to the minimum heat loss
and the other to the smallest porous material band to ensure the
same amount of heat transferred as compared with the fully po-
rous annular space.
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Nomenclature
Da � Darcy number, K / ��ri

2�
ea � air gap thickness, m
ep � porous layer thickness, m
g � gravity acceleration, m /s2

k � fluid thermal conductivity, W /m K
K � permeability of porous material, m2

Nu � mean Nusselt number
p � pressure, Pa

P� � dimensionless pressure
Pr � Prandtl number, � /�
Q � total heat exchange, W
R � radius ratio, ro /ri

Ra � Rayleigh number, g��Ti−To�ri
3 / ����

Rc � thermal conductivity ratio, ke /k
T � temperature, °C

u ,v � tangential and radial velocities, m/s
u� ,v� � dimensionless tangential and radial velocities

r � radial coordinate, m
r� � dimensionless radial coordinate

Greek Symbols
� � fluid thermal diffusivity, m2 /s
� � fluid thermal dilatation coefficient, 1/K
� � porosity
	 � fluid dynamic viscosity, kg /m s
� � fluid kinematic viscosity, m2 /s
� � dimensionless temperature
� � dimensionless stream function

 � fluid density, kg /m3

� � tangential coordinate, rad

Subscripts
a � air
e � effective
f � fluid
i � inner
o � outer

opt � optimal
p � porous

CD � conduction
cv � convection

Superscript
�
 � dimensionless variable
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Steady-State Behavior of a
Two-Phase Natural Circulation
Loop With Thermodynamic
Nonequilibrium
A model to predict the steady-state behavior of a rectangular two-phase natural circula-
tion loop has been proposed. The analysis employs a one-dimensional two-fluid model to
identify various system parameters, with particular emphasis on the subcooled boiling
region. The onset of two-phase region and point of net vapor generation and associated
liquid temperatures and vapor qualities have been estimated using a few widely recog-
nized correlations. Predicted results demonstrate that the consideration of subcooled
boiling may have significant effect on system behavior, particularly around the transition
regions. The interaction of saturated bubbles and subcooled liquid and associated
change in heat transfer and frictional forces has been discussed in detail. Fluid stream
has been observed to have different combinations of flow stream conditions at boiler exit
and condenser inlet. Five probable combinations have been identified and a generalized
working-regime map has been proposed on Nsub�NZu plane. Attempts have been made to
identify the influence of various control parameters. A favorable sink condition (higher
coolant flow rate or lower coolant entry temperature) has been found to be of particular
importance to attain a wider operating range of wall heat flux and better heat transfer
characteristics. A design map has been proposed to identify favorable operating condi-
tion in terms of control parameters to ensure complete condensation.
�DOI: 10.1115/1.2994721�

Keywords: natural circulation, two-phase, subcooled boiling, correlation-based model,
working-regime map, design map, favorable operating condition
Introduction
Natural circulation loops �NCLs� provide a lucrative option of

nergy transfer from a high-temperature source to a low-
emperature sink without employing any mechanical device and
ence resulting in enhanced passive safety and highly reliable
oop performance. In the case of two-phase NCLs, the circulating
uid experiences boiling at one section and condensation or
hase-separation at some other section. This commonly results in
wo-phase mixture at one vertical arm �riser� and single-phase
iquid at the other �downcomer�, causing a large density difference
nd hence yielding very high circulation rate and large system
utput. Concept of two-phase NCLs has been analyzed for long,
ut was not applied much in industry, particularly for low-
emperature appliances, even though large quantity of power can
asily be transferred through such loops using a small temperature
ifferential. Since the first significant study in two-phase thermo-
yphon, credited to Schmidt �1�, boiling NCLs have found exten-
ive applications in a number of very important engineering fields,
uch as gas turbine blade cooling �2�, solar heaters �3�, thermosy-
hon reboilers �4,5�, emergency core cooling of nuclear reactors
6,7� such as Dodewaard nuclear reactor of Netherlands and eco-
omic simplified boiling water reactor designed by General Elec-
ric, geothermal energy extraction processes �8�, and plenty more.

Being a self-sustaining phenomenon, NCLs call for intense
nalysis to ensure proper zone of operation. Because of the vary-
ng nature of the flow fields at different sections of the loop,
oiling thermosyphons are always susceptible to flow fluctuations
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and loop instability. Considering the importance of loop reliabil-
ity, particularly in applications associated with nuclear industry, it
is imperative that expected system behavior is fully known.
Hence, a number of research studies have been reported on two-
phase NCL in the past few decades. Lee and Mital �9� predicted
that, for a given operating pressure and wall temperature in the
evaporator section of thermosyphon, there should be a limiting
value of heat flux above which the operating pressure could not be
maintained. They proposed a simple analytical model to predict
the maximum heat transfer rate with the predicted trends closely
matching the test data. Dobran �10� also predicted the existence of
a maximum heat flux associated with flooding limits through a
lumped parameter description of thermosyphon. Ramos et al. �11�
presented a 1D model of two-phase thermosyphon to study the
effect of vertical distance between the evaporator and the con-
denser. However, their work was based on sharp interface ap-
proximation, thereby neglecting the effect of two-phase zone
length. That was improved by Chen and Chang �12� using a
variable-area NCL based on the homogeneous model, where va-
por quality in two-phase zone was assumed to be a linear function
of flow distance. Rao et al. �13� analyzed a vertical rectangular
NCL, with a uniform cross section and a constant heat flux along
both boiling and condensing sections, employing both homoge-
neous and drift flux models. A large deviation was observed be-
tween the predicted results.

A meticulous survey of the available literature suggests that
most of the reported research considers the system with a single-
phase-separating section, typically a solitary phase-changing sec-
tion in the boiler and no condensing zone. However, a number of
important industrial applications, including waste heat recovery,
electronic cooling, etc., comprise two distinct phase-changing sec-

tions. Hence, it is essential to study the behavior of a rectangular
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wo-phase NCL with separate boiling and condensing zones. Only
few studies reported on a similar configuration �12,13� but con-

idering the system to be always in thermal equilibrium thereby
liminating the subcooled boiling region. However, practical boil-
ng channels invariably contain a distinct subcooled boiling zone
resent between fully single-phase and saturated boiling regions
Fig. 1�. It is always possible to have a layer of saturated or even
uperheated bubbles on the wall, with subcooled liquid flowing
hrough the pipe core. The presence of subcooled boiling in-
reases the effective length of two-phase zone, and complex en-
rgy interactions between saturated bubbles and subcooled liquid
rastically affect the heat transfer and frictional characteristics of
he system. Because of bubble generation at the wall, only a frac-
ion of the supplied wall heat flux is utilized in heating the liquid,
hereby delaying the appearance of actual boiling boundary. For
ow power operations, this may well shift the boiling boundary
utside the boiler, i.e., fluid exiting the boiling zone can be in
ubcooled boiling mode. For such situations, bubbles will collapse
n adiabatic riser to warm the liquid and final condition will be of
ingle-phase liquid or saturated mixture, depending on mixture
nthalpy at boiler exit. That will affect the average fluid density in
iser and also the frictional losses, thereby directly influencing
ystem behavior. Hence, it is essential to ascertain the two-phase
CL performance with an appropriate analysis of the subcooled
oiling region. Jeng and Pan �14� assumed a linear profile of
olumetric vapor generation rate in the subcooled boiling region.
ut considering the detailed mechanism associated with bubble
rowth and departure in subcooled liquid stream �15�, it is not a
ery justifiable assumption. Advanced subcooled boiling models
re available in literature �16,17�, but it is very difficult to imple-
ent such models for analysis of a complete natural circulation

oop with both boiling and condensing zones, particularly as a
tarting point.

Hence, the purpose of the present study is to develop a simpli-
ed correlation-based model to predict steady-state behavior of a
ectangular two-phase NCL containing distinct boiling and con-
ensing sections. A one-dimensional two-fluid model has been
eveloped for identifying boiling and condensation boundaries
nd obtaining profiles of liquid temperature and vapor quality
hroughout the loop. Particular emphasis has been exercised on
he subcooled boiling zone to ascertain influence of the presence
f boiling nonequilibrium. Temperature and void fraction profiles
n subcooled boiling zone have been identified using well-
stablished correlations. For cases with subcooled boiling condi-
ion at boiler exit, a condensation model has been proposed in the
iser to identify the equilibrium condition. Various probable com-
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Subcooled boiling zone

Saturated boiling
zone
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Fig. 1 Appearance of subcooled boiling zone
inations of fluid stream condition have been identified and a

22901-2 / Vol. 131, FEBRUARY 2009
generalized working-map has been presented. Logical parametric
variation has been attempted to understand the role of different
control parameters and the relative influence of different system
variables has been discussed in detail to identify favorable oper-
ating conditions. A novel design map has been proposed to predict
the potentially favorable zone of operation.

2 Theoretical Formulation

2.1 System Geometry and Modeling Assumptions. Sche-
matic of the rectangular NCL is shown in Fig. 2. The present
study considers a uniform diameter vertical loop. Buoyancy being
the solitary driving force, it is mandatory to place the sink at an
elevation higher than the source in order to utilize the gravity
head. Loop fluid is supplied with a constant heat flux from outside
in the boiler section �AB� along the bottom horizontal arm, and
cooling effect is achieved by mounting a parallel-flow heat ex-
changer �CD� around the top horizontal arm. Other sections of the
loop are insulated.

The following assumptions are considered for the theoretical
model.

�1� One-dimensional mathematical formulation, i.e., fluid is as-
sumed to be perfectly mixed at any cross section.

�2� Constant pressure throughout the system.
�3� Ideally insulated vertical arms, i.e., no heat leakage to the

surrounding.
�4� Viscous dissipation and axial conduction effects are negli-

gible.
�5� Effect of heat conduction through the wall is negligible.
�6� Additional pressure loss at pipe bends and fittings is negli-

gible.
�7� Vapor superheat is negligible.

2.2 Boiler Section (AB)

2.2.1 Single-Phase Liquid Region. With the aforementioned
assumptions, generalized energy equation for a single-phase liquid
flowing through a heated tube can be represented as

�

�t
�� fhf� +

�

�z
�� fufhf� =

qw� Ph

Acs
�1�

where qw� represents the wall heat flux, Ph represents the wetted
perimeter of tube inner wall, and Acs represents the pipe flow area.

Cooling stream
out

Condensing Section
(Convective Cooling)

Boiling Section
(Constant wall heat flux)

A

D

AB -- Boiler
BC -- Riser
CD -- Condenser
DA -- Downcomer

B

C

Cooling stream
in

Fig. 2 Geometry of rectangular two-phase natural circulation
loop
Under steady-state condition, the transient term vanishes yielding
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longitudinally linear profile of liquid enthalpy in the boiler.

d

dz
�� fufhf� =

qw� Ph

Acs
⇒

dhf

dz
= � 4

din
�qw�

G
�2�

ere din is the pipe inner diameter and G represents the fluid mass
ux.

2.2.2 Subcooled Boiling Region. The flowing stream can be
onsidered to be single-phase liquid from boiler inlet until onset
f nucleate boiling �ONB� point, where the wall superheating sat-
sfies some requisite limit and vapor generation initiates at the
eated wall. Required amount of wall superheating at ONB point
as been estimated following Bergles and Rohsenow �18� as given
elow �with p in bars�:

��Tw,sup�ONB = 0.556� qw�

1082p1.156�0.463p0.0234

�3�

he corresponding value of liquid subcooling can be estimated
rom the heat transfer relationship as

qw� = H1��Tw − Tf� ⇒ �Tw,sup =
qw�

H1�

− �Tf ,sub �4�

ere H1� represents the single-phase wall-to-fluid heat transfer
oefficient, which has been estimated using Gnielinski relation-
hip �19�. An enhancement factor of 30% has been used to ac-
ount for the presence of bubbles following Basu et al. �17�. Lo-
ation of ONB can easily be calculated by simple integration of
q. �2� from boiler inlet to ONB point.

zONB = �Gdin

4qw�
��hf ,ONB − hf ,inlet� �5�

Beyond the ONB point, small bubbles start growing at the
eated surface. But as they infiltrate into the bulk liquid, they
ondense because of very high liquid subcooling; so vapor gen-
ration remains limited to discrete bubbles only on the wall, re-
ulting in very small net vapor generation, until the fluid reaches
nset of significant void �OSV�. Beyond the OSV location,
ubbles detach from the surface and condense slowly in slightly
ubcooled liquid, as they move downstream. For determining the
iquid subcooling corresponding to OSV location, Saha and Zuber
riterion �20�, considered the most accurate �15�, is employed.

��Tf ,sub�OSV = 0.0022�qw�din

� f
� for Pe � 70,000

=153.8� qw�

GCpf
� for Pe�70,000 �6�

o calculate the total amount of wall vapor generation until the
SV point, Levy’s model �21� has been used, which predicts OSV

raction as

�OSV = �w = �	

6
�YB

din
�7�

ere YB=0.015�
din /�w�1/2, �w= �f /8��G2 /� f�, and f =0.0055	1
�20,000�� /din�+106 /Ref�1/3
.
The correlation proposed by Rouhani and Axelsson �22� has

een used to ascertain the relationship between vapor mass frac-
ion and void fraction. For a given void fraction, vapor quality has
een estimated through iteration, whereas void fraction can be
stimated directly for a given mass quality as per the following
elation:

� =
x

�g
�1.1� x

�g
+

1 − x

� f
� +

1.18

G
�
g�� f − �g�

� f
2 �0.25�−1

�8�

For estimation of vapor mass fraction and liquid temperature

rofiles in the subcooled boiling region, a simple method pro-

ournal of Heat Transfer
posed by Levy �21� has been followed. It is assumed that actual
vapor quality is related to the thermodynamic vapor quality as

x�z� = x�z�eq − xOSV exp� x�z�eq

xOSV
− 1� �9�

Thermodynamic vapor quality at any particular location can be
easily estimated applying energy balance for equilibrium flow.
Equilibrium mass fraction of vapor at OSV point is negative and
can be estimated as

xOSV = − �Cpf��Tf ,sub�OSV

hfg
� �10�

At the actual boiling boundary, both the real mass fraction and the
thermodynamic mass fraction become identical, thereby providing
a criterion to determine the location of actual boiling boundary
�zBB�. However, an iterative procedure is required to be followed,
as thermodynamic vapor quality can be evaluated only for a
known length. Bowring’s model �from Ref. �15�� provides an ini-
tial guess for the real boiling boundary and once vapor quality is
known at any location in the subcooled boiling region, the corre-
sponding liquid enthalpy is estimated through energy balance.

2.2.3 Saturated Boiling Region. As the fluid stream reaches
the saturation temperature corresponding to system pressure,
bubbles start growing from the liquid bulk. Generalized energy
equation for a two-phase mixture in a heated tube can be written
as

�

�t
���ghg + �1 − ��� fhf� +

�

�z
���gughg + �1 − ��� fufhf� =

qw� Ph

Acs

�11�

Under steady-state condition, the transient term disappears and
applying simple two-phase relations, a linearized vapor mass
quality profile can be obtained as shown below:

d

dz
���gughg + �1 − ��� fufhf� =

qw� Pin

Acs
⇒

dx

dz
=

4qw�

Gdinhfg
�12�

Vapor quality at the boiler exit can now be estimated by simple
integration of Eq. �12�.

xbx = xBB +
4qw�

Gdinhfg
�Lboil − zBB� �13�

2.3 Riser Section (BC). When the fluid stream enters the
adiabatic riser in single-phase liquid or saturated mixture form, in
the absence of heat transfer, there is no change in any of the flow
parameters. However, if the fluid stream is at subcooled boiling
condition at the boiler exit because of the thermal interaction be-
tween saturated bubbles and surrounding subcooled liquid, the
bubbles are inclined to condense. If the amount of heat released
because of total condensation of vapor bubbles emerging from the
boiler section is greater than that required for the fluid mixture to
attain saturation, then a saturated mixture results. Otherwise, the
fluid stream reverts to single-phase flow. In the present study, a
condensation model has been incorporated following Koncar and
Mavko �16� to estimate the average vapor mass condensation rate:

con =
CconHconAcon�Tf ,sub

hfg
�14�

Here, Nucon=Hcondbub /� f =0.37 Rebub
0.6 Prf

0.33, Acon=3.6� /dbub, and
Ccon=0.4.

Following the vapor condensation trend, the final condition of
fluid mixture in the riser tube has been estimated.

2.4 Condenser Section (CD). A log mean temperature differ-
ence �LMTD� based method is used to estimate the required con-
densing length for the two-phase mixture. Heat transfer coefficient

corresponding to the condensing stream has been estimated fol-
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owing Dobson and Chato �23�, where they included a stratified-
avy flow method with film condensation from the top toward the
ottom of the tube and an annular flow correlation. Gnielinski
orrelation �19� has been used for the single-phase part, while for
he coolant side, it is used along with the Petukhov and Roizen
24� correction for flow through an annular space. The overall heat
ransfer coefficient is thus expressed as

1

Uo
= Rin + Rwall + Rout =

1

Hin�	din�
+

ln�dout/din�
2	�wall

+
1

Hout�	dout�
�15�

erforming energy balance separately across the two-phase and
ingle-phase zones of the condenser, the location of condensation
oundary, vapor mass fraction profile in the two-phase zone, and
iquid and coolant temperature profiles can be estimated
teratively.

In the present analysis, it has been assumed that the two-phase
ixture gets completely condensed in the condenser. Under all

ircumstances, no vapor bubbles are allowed to the downcomer,
ence always ensuring a single-phase liquid flow through the
diabatic downcomer. The presence of any bubble in the down-
omer will result in a reduction in average density, thereby low-
ring the driving head and hence power transmission through the
oop.

2.5 Pressure Drop Around the Loop. Across any section of
he loop, steady-state pressure drop can be expressed as a summa-
ion of corresponding frictional, accelerational, and gravitational
ressure drop, i.e.,

�ptot = �pfric + �pacc + �pgrav �16�
owever, for a NCL, the summation of pressure drop around the

oop has to be zero. Addition of the pressure losses across each

Table 1 Geometric dimensions of the rectangular loop

ength of horizontal arm �m� 3.0
ength of vertical arm �m� 6.0
ength of boiler section �m� 2.5
ength of condenser section �m� 2.0

nner diameter �mm� 25.0
all thickness �mm� 1.0

xternal heat exchanger hydraulic diameter �mm� 10.0
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Fig. 3 Effect of wall heat flux on loop ma
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small segment of the system yields an implicit equation of the
loop mass flux in the form

f�G� = 0 �17�
Solution of Eq. �16� along with temperature and vapor quality
profiles across each segment of the loop produces the final solu-
tion for the system. Chisholm model �25� is used to estimate the
frictional pressure drop in the subcooled boiling zone, while Frie-
del correlation �26� is employed for the fully saturated flow re-
gime.

3 Results and Discussion
The loop wall is assumed to be fabricated of pure copper

��wall=401 Wm−1 K−1� with geometrical details, as shown in
Table 1. The working fluid, as well as the condensing fluid, is
water, the thermodynamic and transport properties of which are
calculated from an exclusive precision property code based on
guidelines adopted by IAPWS-IF97 �27�.

3.1 Typical Loop Flow Rate Characteristics. Figure 3 rep-
resents the typical loop characteristic profile in terms of the varia-
tion of loop mass flux with wall heat flux at a system pressure of
3 bars. Here, the solid line represents the profile corresponding to
the present model, whereas the dotted line represents the profile
for the idealized case of no subcooled boiling. For lower wall heat
fluxes, mass flow rate increases moderately with single-phase flow
throughout the loop. But, with elevated wall heat fluxes, two-
phase flow initiates in the loop and the presence of vapor bubbles
in the riser tube results in higher density difference between the
two vertical arms leading to rapid increase in circulation rate
However, this increases the associated frictional resistances,
thereby counteracting the driving buoyancy. Beyond certain level
of heat flux, the resistive forces become dominant and flow rate
starts decreasing with even higher wall heat flux. Such a variation
of loop circulation rate with heat flux is well established in litera-
ture �13,14�.

However, as can be seen from Fig. 3, when subcooled boiling is
under consideration, mass flux profile exhibits a slightly different
trend. Subcooled boiling initiates for a heat flux value �point A�
lower than the heat flux corresponding to saturation at the ideal-
ized case of no subcooled boiling �point D�, thereby providing a
longer two-phase path in the boiler. The mass flux profile becomes
nearly horizontal in the immediate vicinity of point A and then
decreases slightly, which is quite counterintuitive. It can be ex-

400 500 600
flux (kW/m2)

No subcooled boiling

With subcooled boiling

Saturated boiling starts
at boiler

ated

C
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ss flux for rectangular two-phase NCL
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lained from the temperature profiles presented in Fig. 4. Despite
et bubble growth in the boiler region, due to the highly sub-
ooled nature of liquid at the boiler exit �for heat flux values
round point A�, those bubbles condense immediately after exiting
he boiler, resulting in single-phase liquid flow through most part
f the riser. It can be observed from Fig. 4 that the condenser
ntry temperature after point A is less than saturation. In fact, the
rofile of condenser entry temperature closely matches the boiler
xit temperature profile for the idealized case, suggesting proper
nergy conservation. Thus, for heat flux range around
75–200 kW /m2, most of the flow path is occupied by single-
hase liquid, particularly the vertical riser tube. But two-phase
ituation does appear at upstream end of the boiler and early parts
f the riser tube, resulting in higher frictional losses. As the op-
ration of NCL is based on interplay between friction and buoy-
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ancy, increase in flow resistance, without much increase in driving
head, instigates small decrease in flow rate. The appearance of
bubble at boiler exit and full condensation in the riser tube can be
amply proved from Fig. 5, which shows nonzero void fraction
value at boiler exit but zero void fraction at condenser entry im-
mediately after point A. Slightly higher rate of increase in boiler
entry temperature can be noted after point A from Fig. 4, which
can be attributed to enhanced fluid mixing and heat transfer with
the appearance of bubbles in the boiler �17�.

Beyond point A, a fraction of the supplied energy is utilized in
wall vapor generation and the rest is for single-phase heating. Net
vapor generation becomes quite significant at about point B and,
despite having subcooled boiling situation at boiler outlet, the
energy interaction in the riser tube yields a saturated mixture. It
can be observed from Fig. 4 that the fluid temperature at boiler
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utlet is less than saturation, but entry to condenser is in saturated
tate. Also there is some change in the gradient of boiler entry
emperature profile around point B, as can be seen from Fig. 4,
ccentuating the reduction in heat supply to the liquid phase.
owever, it can be noted that vapor quality at boiler exit initially

ncreases and then starts decreasing slightly with increasing heat
ux. That can be attributed to the heat transfer enhancement in the
resence of bubbles as mentioned earlier.

With further increase in wall heat flux, vapor quality at boiler
xit increases and condensation of vapor bubbles in the riser tube
esults in saturated two-phase mixture from point B onwards. The
resence of two-phase mixture in riser yields a larger density dif-
erence between the vertical arms and so a rapid increase in the
ow rate, until the resistive force becomes dominant. Careful ob-
ervation of Fig. 3 suggests that the heat flux corresponding to the
ppearance of saturated mixture in riser complements well with
he saturation heat flux for the idealized case �point D�. The ap-
earance of saturation in the boiler itself is found to appear for a
uch larger value of heat flux �point C�, when the profile for mass
ux is already downhill. Beyond that heat flux value, the mass
ux and vapor quality profiles for both equilibrium flow �when
ubcooled boiling has been neglected� and the present model fol-
ow identical patterns. However, the present model predicts a
lightly lower value of loop flow rate and so higher value of boiler
xit quality, and that can be attributed to the longer two-phase
ow zone in the loop due to subcooled boiling and hence higher
rictional losses. With increase in wall heat flux, loop flow rate
ecreases; hence quality at boiler exit increases sharply, and the
orresponding length required for condensation increases. As it is
ssential for the present model to have full condensation inside the
ondenser to avoid any vapor in the downcomer, a maximum heat
ux limit is implied inherently.
A better appraisal of the operation of NCL for different condi-

ions of the fluid stream at boiler exit may be obtained from Figs.
and 7. In Figs. 6 and 7, the solid lines represent the temperature

rofile, whereas the dash-dotted lines represent the quality profile,
orresponding heat flux being inscribed therewith. Figure 6 de-
icts the situation where the bulk of the fluid remains below the
aturation temperature at the boiler exit. Curves �a�, �b�, and �c�
epresent the operating conditions with a gradual increase in heat
ux. Curve �a� represents the case that is entirely single phase,
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without any presence of the vapor phase. Boiler exit condition is
of subcooled boiling in the other two curves. However, due to
energy interaction in the riser, the fluid reverts to single phase in
curve �b�, whereas it becomes saturated in �c�. It may be noticed
from curve �b� that vapor generation starts at some intermediate
part of boiler and the quality increases until the boiler exit. There-
after, the vapor quality falls due to condensation and contributes
in raising the temperature of bulk fluid. Ultimately, it becomes
zero, whereas the bulk fluid temperature remains below the satu-
ration temperature. In an elevated value of heat flux represented
by curve �c�, the vapor quality does not decrease to zero value
outside the boiler. This situation represents the flow of a two-
phase mixture through the entire length of the riser. Figure 7 de-
picts a case where the saturation temperature of bulk fluid is
achieved within the boiler itself due to a higher value of heat flux.
In this case, both the bulk temperature and vapor quality remains
constant throughout the riser. It is interesting to observe the
change in fluid temperature gradient to be around 0.6 m, suggest-
ing the initiation of fully developed subcooled boiling.

3.2 Generalized Working-Regime Map. As it has been seen
that a two-phase NCL can operate in different regimes depending
on the operating conditions, it is prudent to develop a working-
regime map based on some generalized criteria. Such a map is
expected to give a broad guideline for the selection of design
parameters. Considering a data set of more than 500 cases, includ-
ing variations of geometry and operating conditions, a working-
regime map has been prepared, as shown in Fig. 8. Two important
dimensionless groups, namely, Nsub and NZu, have been used for
the construction of the map. Here Zuber number �NZu� �or phase-
change number� can be considered to be indicative of the power
supplied to the system, whereas subcooling number �Nsub� may be
considered to represent the degree of liquid subcooling at boiler
inlet. It is clearly evident that with increase in NZu for a given
liquid subcooling, fluid stream tends toward saturation inside the
boiler. Similarly, with increase in Nsub for a given power input, the
fluid stream tends toward a fully single-phase system. Such varia-
tion results in five distinct zones of boiler exit condition on the
Nsub−NZu plane, the details of which are presented in Table 2. It is
possible to express all the transition criteria in a simplified linear
form given by Nsub=mNZu+c with more than 95% of the available
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resented in Table 3.
As has been discussed by De Kruijf et al. �28�, for a homoge-

eous equilibrium system �no subcooled boiling�, the boiling
oundary can be identified as

Nsub

NZu
=

zBB

Lboil
�18�

Similarly, equilibrium vapor quality at boiler exit can be evalu-
ted as

NZu − Nsub = xbx
�� f − �g�

�g
�19�

onsidering both Eqs. �18� and �19�, it can be concluded that for
n equilibrium system, when the Zuber number value exceeds the
ubcooling number, boiler exit quality is positive and boiling
oundary appears inside the boiler, indicating the existence of
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saturated mixture at boiler exit. However, due to the subcooled
boiling consideration in the present model, fluid stream condition
at boiler exit can be of a mixture of saturated vapor and subcooled
liquid. Due to further energy interaction within the riser, ulti-
mately, a single-phase liquid or a saturated two-phase mixture
may appear at the condenser inlet. It is therefore possible to have
a rise in liquid temperature downstream of the boiler where there
is no energy input from outside. Apparently, one may think, even
if the subcooled boiling is not considered, the liquid condition at
the condenser inlet remains identical due to overall energy bal-
ance. However, a more realistic picture of the circulating flow is
obtained by incorporating subcooled boiling considerations. Fur-
thermore, this has its implication on loop pressure drop, which in
turn influences the circulation rate. The transition boundary be-
tween zones II and III �m is nearly equal to 1�, identifying the
limiting cases of having single-phase or two-phase condition at
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ondenser inlet, closely matches the limit for equilibrium flow
where NZu=Nsub and zBB=Lboil�. Mass flow rate decreases
lightly around such transition locations without much change in
oiler inlet temperature, thereby giving lower NZu for the Nsub at
ransition boundary. Hence the gradient of the corresponding line
s slightly higher, as shown in Table 3, indicating the condenser
ntry condition to be saturated even when NZu is slightly less than
sub.
For even higher values of NZu for a given Nsub, the influence of

ubcooled boiling is clearly evident. In fact, saturated boiling ini-
iates in the boiler only when the value of Nsub is less than one-
hird of NZu. For intermediate values of NZu, fluid exit condition
ies in zone III, that is, of subcooled boiling at boiler exit and
aturated at condenser entry. Between zones III and V, a very
arrow band �depicted as zone IV� is obtained. It is difficult to get
steady-state solution within this narrow band. For typical com-

inations of NZu and Nsub in this zone, the solution shifts either to
one III or to zone V. With the low-order model used in the

Table 2 Different zones of fluid exit conditions

one
Condition at

boilerexit
Condition at

condenser entry

Subcooled liquid Subcooled liquid

I

Subcooled liquid
+

Vapor bubbles Subcooled liquid

II

Subcooled liquid
+

Vapor bubbles Saturated mixture
V No solution

Saturated mixture Saturated mixture

Table 3 Parameters for transition criteria

one m c

–II 1.247 2.557
I–III 1.011 0.056
II–IV 0.347 3.833
V–V 0.313 3.250
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present case, it is difficult to ascertain whether this behavior is due
to the physical instability. This behavior may also be due to the
condensation model used to consider energy interaction in the
riser. No information is available to understand the real physical
phenomenon and hence the present study incorporates the best
available correlation to close the model. A few sample cases have
been shown on Fig. 8 to depict the change in the nature of profile
with pressure. As pressure increases, the transition lines get closer
and the relative influence of subcooled boiling reduces. This is
expected as with increase in system pressure, hfg decreases lead-
ing to less energy requirement for fluid evaporation. The transition
curves also converge toward each other for lower values of NZu
and Nsub and are expected to merge at the critical pressure. Such a
generalized working-regime map is expected to help in designing,
analyzing, and understanding similar systems.

3.3 Influence of Sink Condition. It is now quite evident that
the flow stream condition at the boiler exit and condenser inlet can
be controlled by controlling the parameters NZu and Nsub; NZu
being a linear function of the supplied wall heat flux, it is some-
what easier to regulate that. However, the degree of liquid sub-
cooling and hence the value of Nsub are strongly dependent on the
performance of low-temperature reservoir. In the present model,
the sink is provided in the form of a parallel-flow heat exchanger,
resulting in convective heat transfer between two fluid streams
through a conductive wall. Hence, it is very important to ascertain
system response toward different parameters associated with the
coolant stream. Both coolant flow rate and inlet temperature are
important control variables for a NCL. As can be seen from Fig. 9,
with change in coolant flow rate, there is significant variation in
system flow rate and vapor quality for any given heat flux. Maxi-
mum loop flow rate increases slightly for a higher rate of coolant
flow. But for lower coolant flow rates, system attains the maxi-
mum mass flux at a much lower value of wall heat flux; e.g., for
0.5 kg/s of coolant flow rate, maximum loop mass flux appears
around 250 kW /m2, while for 1.5 kg/s of coolant flow rate, the
corresponding value is about 350 kW /m2. Consequently, the con-
denser entry quality for any given heat flux is much higher for a
lower coolant flow rate. Hence, it is not possible to operate at very
high heat fluxes with low coolant flow rates �Fig. 9�. At a lower
value of coolant flow rate, cooler exit temperature is high, which
results in a high value of circulation rate, even at an input of low
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eat flux. Furthermore, a lower coolant flow rate yields a lower
alue of overall heat transfer coefficient, leading to a lesser energy
ransfer to the coolant. It results in higher fluid temperature on the
owncomer side and accordingly higher mixture enthalpy at the
oiler exit, causing a sharper increase in flow rate. As the vapor
uality in the riser can be very high for higher heat fluxes, there is
possibility of surface dry-out and care should be taken to avoid

t. Hence, despite the requirement of larger pumping effort, it is
dvisable to operate with higher coolant flow rates. Moreover, the
rofiles for 1.0 kg/s and 1.5 kg/s coolant flow rates are much
loser to each other compared with the profiles for 0.5 kg/s and
.0 kg/s; hence, a large increase in coolant flow rate will not
rovide any significant gain beyond a certain limit and it is pos-
ible to optimize the pumping cost. For the sake of comparison,
he mass flux profile with 0.5 kg/s coolant flow rate for the ideal-
zed case of no subcooled boiling has also been shown in Fig. 9. It
redicts a higher value of limiting heat flux compared with the
resent model. Hence, the consideration of subcooled boiling pro-
ides a safer upper limit of operating heat flux.

Similar behavior has also been observed with an increase in
oolant inlet temperature. Higher coolant inlet temperature results
n smaller average temperature difference with the loop fluid,
eading to lower energy transfer. Thus, for a higher coolant inlet
emperature, the maximum loop mass flux appears at a lower
alue of wall heat flux. Hence, it can be concluded that for favor-
ble sink conditions, i.e., high flow rate or low inlet temperature,
he system can be operated through wider ranges of wall heat flux
efore encountering the maximum loop mass flux condition.

For satisfying the conservation of energy under steady-state
ondition, total supplied power must get transferred to the coolant
tream, implying an implicit relationship between the wall heat
ux and coolant exit condition. Depending on whether the objec-

ive of the system is to transfer a particular heat flux load or to
btain a particular coolant exit condition, the control variables,
amely, the coolant flow rate and coolant inlet temperature are
equired to be monitored carefully. As can be observed from Fig.
, it is not possible to operate a system with any given combina-
ion of coolant supply conditions, in order to avoid the possibility
f incomplete condensation and two-phase mixture entering the
owncomer. Drawing a vertical line in Fig. 9 at 350 kW /m2 sug-
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dition at downcomer
ests that with decrease in coolant flow rate, the possibility of

ournal of Heat Transfer
incomplete condensation increases, due to an increase in vapor
quality at condenser entry and a decrease in overall heat transfer
coefficient. A similar approach suggests that a lower coolant inlet
temperature enhances condensation heat transfer, thereby reducing
the possibility of two-phase mixture in downcomer. These two
counterbalancing features can be combined to yield a safety limit
of operation in terms of coolant supply condition for any given
heat flux, which can act as a transition curve of having a favorable
single-phase downcomer or potentially undesirable two-phase
downcomer. Figure 10 presents a novel design curve to identify
the safety limits for a number of wall heat fluxes. Here each of the
broken lines represents the transition curve for a separate wall
heat flux as indicated. The zone above each of them identifies the
corresponding safe region, i.e., any combination of coolant flow
rate and coolant inlet temperature in that region will assure com-
plete condensation, whereas any combination below the curve will
result in two-phase mixture entry into the downcomer. For any
given coolant inlet temperature and wall heat flux, the curve pro-
vides the minimum allowable value of coolant flow rate to attain
complete condensation. Further reduction in flow rate will reduce
the overall heat transfer coefficient, resulting in two-phase mix-
ture at downcomer inlet. With increase in wall heat flux for any
given coolant inlet temperature, allowable coolant flow rate limit
understandably increases to take care of the additional power.
With increase in the supply temperature for any given flow rate,
overall heat transfer coefficient increases slightly. However, the
reduced temperature differential between the fluid and coolant
causes an increase in vapor quality at condenser inlet and accord-
ingly higher condensing length. Hence, higher coolant flow rate is
required to ensure complete condensation with higher coolant sup-
ply temperature and that explains the diverging nature of the tran-
sition curves �Fig. 10�.

Similar transition curves can also be generated for any desired
coolant exit temperature. As the temperature rise of the cooling
stream is fixed, any increase in coolant flow rate requires a pro-
portionate increase in wall heat flux. That, in turn, causes an in-
crease in vapor quality at condenser inlet and proportional in-
crease in condensing length. Hence, for any given value of coolant
inlet and exit temperature, it is possible to identify a maximum
allowable coolant flow rate, in order to avoid incomplete conden-
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ble flow rate limit increases, thereby generating a line of safe
peration for that particular coolant exit temperature. Figure 10
epresents a host of such transition curves for different coolant
xit conditions using solid lines with corresponding temperatures
ndicated. The region to the right of each curve represents the
otentially safe zone of operation. Any combination of coolant
upply condition from the left of the curve will result in incom-
lete condensation.

Figure 10 can serve well as a design curve for the kind of
ystem under consideration. If the objective of operation is prop-
rly defined, then the limit of operation regarding the coolant
tream can easily be identified. A test case is illustrated in Fig. 10.
f the system is subjected to a wall heat flux of 700 kW /m2, with
n intended coolant exit temperature of 60°C, then the limits of
ontrol parameters are as marked with dark lines. Here the limits
re 1.39 kg/s coolant flow rate and 36.5°C coolant supply tem-
erature. A number of combinations of coolant flow rate and inlet
emperature are feasible as long as they satisfy the energy balance
qw� �	dLboil�= ṁcCpc�Tc,out−Tc,in��, in order to achieve the given
all heat flux and coolant exit temperature. But it is essential to
ave the chosen combination within the hatched zone shown in
ig. 10. Any combination outside that zone will either result in

ncomplete condensation or deviation in the values of desired pa-
ameters. Following the same process, it is possible to identify the
easible combinations of coolant supply condition for a given wall
eat flux and coolant exit temperature. In a number of practical
ituations, the inlet temperature may well have a constraint im-
osed by the application. For such cases, minimum pumping re-
uirement can be estimated for any desired output set. It is also
nteresting to note that every coolant exit temperature corresponds
o some minimum limit regarding the inlet condition. For ex-
mple, it is not possible to have 70°C coolant exit temperature at
ny practicable coolant flow rate with an inlet temperature of
0°C. Hence, if the inlet temperature is fixed by the ambient, Fig.
0 is capable of identifying appropriate coolant flow rates for safe
peration with a given heat flux and coolant exit temperature.

In the absence of relevant test data in the literature for a similar
onfiguration, a complete validation of the NCL system model,
ncorporating subcooled boiling, was not possible. However, an
ttempt has been made to validate the subcooled boiling model

Fig. 11 Comparison of present mode
sing test data from a vertical boiling annulus, the details of which

22901-10 / Vol. 131, FEBRUARY 2009
are presented in the Appendix. The comparison �Fig. 11� exhibits
a reasonable agreement confirming the suitability of the model for
NCL applications.

4 Conclusions
A 1D correlation-based model for steady-state analysis of a

two-phase rectangular NCL has been presented here. Particular
emphasis has been exercised on modeling the subcooled boiling
zone. Well-established correlations have been used to determine
the inception, development, and termination of subcooled boiling
zone. Major observations from this study can be summarized as
follows.

1. Variation of mass flux exhibits identical trend compared
with that of an idealized system with perfect thermal equi-
librium �no subcooled boiling�, but some quantitative devia-
tion has been observed, particularly around the transition
locations. This can be attributed to the longer two-phase
zone length due to the presence of subcooled boiling and
corresponding higher frictional losses and thermal interac-
tions.

2. It is possible for the fluid stream to exit the boiler under
subcooled boiling condition. Following thermal interaction
between vapor bubbles and subcooled liquid in riser tube,
the fluid stream reverts to single-phase or saturated condi-
tion.

3. Four possible combinations of the fluid stream condition at
the boiler exit and condenser inlet are predicted. A general-
ized working-regime map has been suggested to predict the
possible combination for any given set of inputs. Transition
criteria in the form of linear equations have also been pro-
posed and more than 95% of the available data points satisfy
the relations. Hence, it is possible to estimate the required
degree of subcooling and so the required condensing capac-
ity for a given power input, in order to satisfy the desired
boiler exit condition, directly from the proposed map.

4. A stronger sink condition, i.e., higher coolant flow rate or
lower coolant inlet temperature, has been found to result in a
wider operating range of wall heat flux.

5. A methodology has been suggested to construct a design

rediction with experimental data †29‡
map, which will identify the favorable combinations of con-
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trol variables to ensure complete condensation for any given
set of wall heat flux and coolant exit temperature.
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omenclature
Acs � cross-sectional area �m2�
Cp � specific heat �J kg−1 K−1�

d � diameter �m�
f � friction factor

G � mass flux �kg m−2 s−1�
h � enthalpy �J kg−1�

hfg � enthalpy of vaporization �J kg−1�
H � heat transfer coefficient �W m−2 K−1�

Lboil � boiler length �m�
ṁ � mass flow rate �kg/s�

NZu � Zuber number
�=�4 /d��qw�Lboil /G���� f −�g� /�g��

Nsub � subcooling number �=��hf−sat−hf−inlet� /hfg���� f

−�g� /�g��
Nu � Nusselt number �=Hd /��

p � pressure �bar, Pa�
Ph � wetted perimeter �m�
Pe � Peclet number �=Re Pr�
Pr � Prandtl number �=�Cp / � �
qw� � wall heat flux �W m−2�
R � thermal resistance �m2 K W−1�

Re � Reynolds number �=Gd /��
T � absolute temperature �K�
u � fluid velocity �m s−1�

Uo � overall heat transfer coefficient �W m−2 K−1�
x � vapor quality

YB � distance of wall from the tip of bubble �m�
z � loop coordinate �m�

reek symbol
� � void fraction

�T � temperature difference �K�
con � vapor condensation rate �kg m−3 s−1�

� � surface roughness �m�
� � thermal conductivity �W m−1 K−1�
� � density �kg m−3�

 � surface tension �N m−1�
� � wall shear stress �N m−2�

ubscripts
1� � single-phase liquid

bub � bubble
bx � boiler exit

BB � boiling boundary
c � cooling stream

con � condensing fluid
eq � equilibrium

f � liquid
g � vapor

in � inner
out � outer
sub � subcooled
sub � superheated
w � wall
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Appendix
Test results for a similar geometrical system have not been

reported yet and hence a direct validation of the model was not
possible. However, the novelty of the present work is in the sim-
plified modeling of subcooled boiling and its influence on the
performance of a rectangular NCL. Hence, an attempt has been
made to verify the predictions from the subcooled boiling zone
using the results of an experiment performed on a vertical annulus
�29�. The reported tests were carried out on an electrically heated
annulus of 12.7 mm inner diameter, 25.4 mm outer diameter, and
a 30.6 cm long heated section, preceded and followed by unheated
sections. Void fraction was measured using a single-beam gamma
densitometer with �4% average uncertainty. Predicted results and
corresponding experimental data along with the operating param-
eters have been shown in Fig. 11. A reasonably fair agreement has
been obtained over the heated range within the fully developed
subcooled boiling zone with a maximum deviation of around
15%. The location of OSV �around 0.11 m� also matches quite
well, as is evident from the rise in void fraction profile. It is also
observed that within the fully developed subcooled boiling zone,
the present model mostly overpredicts the experimental data.
However, at the heated section exit, void fraction values are in
close agreement. Hence, it may be concluded that the present
model is capable of predicting fairly realistic values of subcooled
boiling parameters and hence it is worthwhile to employ that for
NCL analysis.
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he boundary inverse heat conduction problem (BIHCP) deals
ith the determination of the surface heat flux or the surface

emperature from measured transient temperatures inside a con-
ucting body where the initial temperature is known. This work
ddresses a BIHCP related to the spatiotemporal heat conduction
n a large slab when a time-variable heat flux is prescribed at an
xposed surface and the other surface is thermally insulated. Two
ifferent heating waveforms are studied: a constant heat flux and

time-dependent triangular heat flux. The numerical
emperature-time history at the insulated surface of the large slab
rovides the “temperature-time measurement” with one tempera-
ure sensor. Framed in the theory of the method of lines (MOL)
rst and employing rudimentary concepts of numerical differen-
iation later, the main objective of this paper is to develop a
imple computational methodology to estimate the temporal evo-
ution of temperature at the exposed surface of the large slab
eceiving the two distinct heat fluxes. In the end, it is confirmed
hat excellent predictions of the surface temperatures versus time
re achievable for the two cases tested while employing the small-
st possible system of two heat conduction differential equations
f first-order. �DOI: 10.1115/1.2993141�

eywords: boundary inverse heat conduction problem (BIHCP),
ethod of lines (MOL), numerical differentiation

Introduction
It has been said that inverse heat conduction problems �IHCP�

re ill-posed problems and can be classified arbitrarily. However,
ne means of sorting them is by the type of information that is
eing sought in the solution procedure. A successful solution of an
HCP generally involves its reformulation as an approximate well-
osed problem. New prediction methods and the availability of
igh-speed large scale computers have facilitated the solution of a
ide variety of IHCP in a significant way. A collection of the

vailable methods has been categorized in the specialized Refs.
1–7�.

The boundary inverse heat conduction problem �BIHCP� deals
ith the determination of the surface heat flux or the temperature

rom measured transient temperatures inside a heated body where
he initial temperature is known. In general, solution methods for

1Corresponding author.
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AL OF HEAT TRANSFER. Manuscript received September 7, 2007, final manuscript
eceived July 13, 2008; published online December 11, 2008. Review conducted by

. Haji-Sheikh.

ournal of Heat Transfer Copyright © 20
the BIHCP can be classified into two broad categories: analytical
or numerical. Regardless of the solution method, the central idea
is to determine heat fluxes and temperatures on an inaccessible
surface of a heated body by measuring the temperature on an
accessible surface or at an interior point of the body.

Within the framework of the BIHCP, this work addresses the
transient heat conduction in a large slab with a time-variable heat
flux prescribed at the exposed surface while the other surface is
thermally insulated. Two different heating waveforms are studied:
a constant heat flux and a triangular heat flux. A single “tempera-
ture measurement” changing continually with time is taken at the
insulated surface of the large slab from the exact temperature field
T�x , t� of the direct heat conduction problem �DHCP�. The main
objective here is to develop a simple systematic methodology
combining the theory behind the method of lines �MOL� with
elementary numerical differentiation of the tabulated temperature-
time history. The secondary objective is to employ the smallest
possible system of transformed heat conduction differential equa-
tions of first-order. To the authors’ best knowledge, this hybrid
methodology has not been developed before.

Despite that the coarsest line mesh is utilized, excellent predic-
tions of the temperature-time histories at the exposed surface of
the large slab caused by the two heating waveforms are obtained
in this work.

2 Direct Formulation
Consider a one-dimensional transient heat conduction in a large

slab of thickness L as sketched in Fig. 1. The slab material has
constant thermal conductivity k, constant density �, and constant
specific heat capacity c. The initial temperature distribution in the
slab is T0�x�. For times t�0, a transient heat flux is applied at the
exposed left surface x=0, while the right surface x=L is thermally
insulated. The objective is to determine the temperature field
T�x , t� in the large slab. Correspondingly, the DHCP is modeled
by the 1D heat conduction equation:

�c
�T

�t
= k

�2T

�x2 in 0 � x � L �1�

subject to the initial condition,

T�x,0� = T0�x� �2�
and the two boundary conditions,

− k
�T�0,t�

�x
= qs�t� �3�

�T�L,t�
�x

= 0 �4�

3 Inverse Formulation
One type of IHCP dealing with one-dimensional transient heat

conduction in a large slab of thickness L is indicated in Fig. 1. The
slab material has constant thermal conductivity k, density �, and
specific heat capacity c. The inverse problem is modeled by the
1D heat conduction in Eq. �1�, the initial condition in Eq. �2�, and
the boundary condition at the thermally insulated surface x=L in
Eq. �4�. For the boundary condition at the exposed surface x=0 in
Eq. �4�, the boundary condition function qs�t�=q�0, t� is the un-
known or the surface temperature Ts�t�=T�0, t� is the unknown.
All other participating quantities, such as the three material prop-
erties k, �, and c, the slab thickness L, and the initial temperature
distribution T0�x� are known.

Under the platform of the IHCP, the goal here is to estimate the
surface heat flux qs�0, t� or the surface temperature Ts�0, t� in the

large slab based on the sequence of “temperature measurements”
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T�xm,ti� = Tm,i �5�

aken at one location xm and at different times ti �i=1,2 , . . . , I�. In
his preliminary work, it has been idealized that the “temperature

easurements” with a single temperature sensor at all time are
ree of error or uncertainty so that there is no noise in the data.

The above-described subclass of problems is named BIHCP in
ef. �5�.

Method of Lines
The MOL embodies a mathematical procedure for solving par-

ial differential equations in one- or multiple dimensions. In the
ase of the 1D heat conduction in Eq. �1�, the basic idea is to
eplace the spatial derivative ��2T /�x2� with an algebraic finite-
ifference approximation while holding the time derivative
�T /�t� continuous �8�. This operation is done in a 1D computa-
ional domain constructed with a collection of straight lines per-
endicular to the x-coordinate in the large slab. The lines are
sually separated by equal spatial intervals �x, although unequal
ntervals can be used. In other words, the MOL procedure trans-
orms the parabolic partial differential equation �Eq. �1�� in x and
into a system of first-order ordinary differential equations in t

hat approximates the parabolic partial differential equation �Eq.
1��. An important advantage of MOL is that the errors are quan-
ified in terms of spatial intervals �x without the intervention of
he time-interval �t so that the errors are controllable in an easy
ay.
Among the various finite-difference approximations for the spa-

ial derivative ��2T /�x2�, we chose the central finite-difference
pproximation

� �2T

�x2�
i

�
Ti−1 − 2Ti + Ti+1

��x�2 + O��x�2 �6�

here the term O ��x�2 represents a truncation error.
Let us introduce the dimensionless variables for t, x, and T,

� =
t

L2/�
, X =

x

L
, � =

T − T0

qsL/k
�7�

o commence, the application of MOL to the dimensionless ver-
ion of Eq. �1�

��

��
=

�2�

�X2 in 0 � X � 1 �8�

upplies the following system of differential equations of first-

ig. 1 Computational domain with three lines: Lines 0, 1, and
rder in �

24501-2 / Vol. 131, FEBRUARY 2009
d�i

d�
=

�i−1 − 2�i + �i+1

��X�2 , i = 0,1, . . . ,M �9�

Overall, this system consisting of M equations embraces the two
boundary conditions in Eqs. �3� and �4� and is subject to the initial
condition in Eq. �2�, all rewritten in dimensionless form. Thereaf-
ter, the system may be integrated with analytical or numerical
techniques. For a numerical integrator, the explicit Euler method,
the implicit Euler method, or a higher order Runge–Kutta method
are the most popular �9�. In principle, the solution of the partial
differential equation in Eq. �8� can be provided by a solution to
the approximate system of differential equations of first-order
given in Eq. �9�.

In retrospect, when the limit of the right hand side �RHS� of Eq.
�9� is taken as �X→0, the system of differential equations of
first-order recovers the original partial differential equation in Eq.
�8�.

As a first attempt for the discretization in Eq. �9�, we chose the
coarsest possible line mesh with an interval �X= 1

2 shown in Fig.
1. In fact, this is the minimum that could be done within the scope
of MOL. Thereby, the smallest possible system of two differential
equations of first-order is

d�1

d�
= 4�0 − 8�1 + 4�2 �10�

d�2

d�
= 8�1 − 8�2 �11�

whose solution is second-order accurate.

5 Test Cases
Among the four test cases proposed in Ref. �1�, we selected

two: a constant surface heat flux �invariant with time� and a tri-
angular surface heat flux varying strongly with time.

5.1 First Case: Constant Surface Heat Flux. The tempera-
ture field ��X ,�� in the large slab taken from Ref. �1� is expressed
by

��X,�� = � +
X2

2
−

1

6
− 2�

n=1

�
�− 1�n

�n	�2 exp�− �n	�2��cos��n	�X�

�12�

5.2 Second Case: Triangular Surface Heat Flux. The di-
mensionless variables for time t, position x, temperature T, and
surface heat flux qs are

� =
t

L2/�
, X =

x

L
, � =

T − T0

qNL/k
, qR =

qs

qN
�13�

where qN in the last ratio stands for the nominal surface heat flux
associated with � equal to unity in the relation

qR = �

The three-part qs function defining the triangular surface heat
flux is defined as follows. Before �=0, qs is equal to zero. For the
first time subinterval between 0 and 0.6, qs increases linearly with
time, and for the second time subinterval with ��0.6, qs de-
creases linearly to zero at �=1.2; thereafter, qs returns to zero.
With regards to the two linear components of the surface heat flux
qs, the exact temperatures at the left exposed surface X=0 and
right insulated surface X=1 are given by Ref. �1�, as follows

�a� For the first time subinterval 0���0.6,

��0,�� =
���2

2
+

�

3
−

1

45
+

2

	4�
n=1

�
1

n4exp�− �	n�2��
�14a�
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and

��1,�� =
���2

2
−

�

6
+

7

360
+

2

	4�
n=1

�
�− 1�n

n4 exp�− �	n�2��

�14b�
�b� For the second time subinterval 0.6���1.2,

��0,�� = ��1,�� − 2��1,� − 0.6� �15a�
and

��1,�� = ��1,�� − 2��1,� − 0.6� �15b�
�c� For the third time subinterval ��1.2,

��0,�� = ��1,�� − 2��1,� − 0.6� + ��1,� − 1.2�
�16a�

and

��1,�� = ��1,�� − 2��1,� − 0.6� + ��1,� − 1.2�
�16b�

Numerical Calculation Procedure
The calculation procedure to be delineated is common to the

wo heating conditions, namely, a constant surface heat flux �in-
ariant with time� and a triangular surface heat flux varying with
ime.

First, isolating �1 in Eq. �11� delivers the algebraic equation,

�1��� = �2��� +
1

8

d�2���
d�

�17�

n this two-term equation, �2��� is the “measured temperature” at
he insulated surface X=1 �Line 2 in Fig. 1� may be viewed as a
unction of time, and �d�2��� /d�� is the unknown time derivative
f the “temperature measurement,” which is another function of
ime. The latter function can be calculated numerically from the
abulated data of �2 versus �. To do this, there are two options:
ne is the central finite-difference approximation with a truncation
rror of order ����2 and the other is the forward finite-difference
pproximation with a truncation error of order �� �9�.

Second, isolating �0 in Eq. �10� delivers another algebraic

Fig. 2 Surface temperature estim
quation,

ournal of Heat Transfer
�0��� = �2�1��� +
1

4

d�1���
d�

	 − �2��� �18�

In this three-term equation, the bracketed term is associated with
X= 1

2 �Line 1 in Fig. 1� and the last term is connected to the
insulated surface X=1 �Line 2 in Fig. 1�. Since �1��� is evaluated
from Eq. �17�, the time derivative of it �d�1��� /d�� can also be
calculated from the tabulated data of �1 versus � with the central
or forward finite-difference approximations �9�.

In synthesis, the nature of all numerical computations turns out
to be algebraic.

7 Presentation of Results
In general terms, the two extreme temperatures—one ��1,�� at

the insulated surface X=1 and the other ��0,�� at the exposed
surface X=0—are obtained from the exact temperature fields
��X ,�� for the two different heating wavefronts. For convergence
with enhanced accuracy, a large number of terms is retained in the
two exact infinite series, Eq. �12� as well as in the pair of Eqs.
�14a� and �14b�.

The temperature �2��� can be conceived as a single numerical
“temperature measurement” at the insulated surface X=1 with one
temperature sensor. The numerical values of �2 at the correspond-
ing time � are tabulated in small intervals of size ��=0.01 from
�=0 to 1.

All numerical calculations for the temperatures and the time
derivatives of temperatures were done with the spreadsheet soft-
ware EXCEL �10�.

7.1 First Case: Constant Surface Heat Flux. Figure 2 dis-
plays the exact surface temperature ��0,�� from the DHCP along
with the exact “measured temperature” at the insulated surface,
��1,��. The former will be used for comparison purposes. Also,
shown in the figure are the two estimated surface temperatures
�0��� retrieved from the MOL-based system of two differential
equations of first-order coupled with the forward and the central
finite-difference differentiations. Minor discrepancies are palpable
for very short times before �=0.1 for the two differentiation ap-
proaches. They are attributable, as expected, to the large discreti-
zation errors of order �0.5�2=0.25 for the coarsest line mesh.
Thereafter, the matching of the three surface temperatures—one

es for constant surface heat flux
exact and two approximate—is perfect. Needless to say, the esti-
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ated temperature mismatch for the very short times ��0.1 can
e eliminated with a finer mesh consisting of five lines and an
nterval �X= 1

4 .
It is observable in Fig. 3 that the relative errors follow the path

f a compressed bell shaped distribution near �=0. Qualitatively
peaking, the relative error reaches a maximum of 0.14 for the
orward finite-difference differentiation and a maximum of 0.17
or the central finite-difference differentiation; the maximum rela-
ive errors in both cases lie around �=0.05.

7.2 Second Case: Triangular Surface Heat Flux. Figure 4
llustrates the exact surface temperature ��0,�� from the DHCP to
e used for comparison purposes along with the exact “measured
emperature” at the insulated surface, ��1,��. Also, shown in the
gure are the two estimated surface temperatures �0��� retrieved
rom a MOL-based system of two differential equations of first-
rder articulated with the forward and the central finite-difference
ifferentiations. It may be seen that at all times the surface tem-
erature matching is almost perfect; the estimated surface tem-
eratures �0��� slightly overpredict the exact surface temperatures
�0,��.
Plotted in Fig. 5 are the relative errors connected to the central

nite-difference differentiation, which are confined to a thin band

Fig. 3 Relative errors produced by the for
tions in Fig. 2
Fig. 4 Surface temperature estimates

24501-4 / Vol. 131, FEBRUARY 2009
e= 
0.01. Similarly, those relative errors for the forward finite-
difference differentiation are diminished to a thinner band e
= 
0.0075.

Nomenclature
c � specific heat capacity �J / �kg K��
k � thermal conductivity �W /m K�
L � slab thickness �m�
qs � surface heat flux �W /m2�

t � time �s�
T0 � initial temperature �K�

Tm,i � temperature measurement at xm and ti �K�
Ts � surface temperature �K�
x � coordinate �m�
X � dimensionless coordinate, �x /L�

Greek Symbols
� � thermal diffusivity, �k /�c��m2 /s�
� � density �kg /m3�
� � dimensionless time or Fourier number,

�t /L2 /��
� � dimensionless temperature, �T−T0 /qsL /k�

rd and central finite-difference approxima-
wa
for a triangular surface heat flux
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he present study explores numerically and experimentally the
rocess of a phase-change material (PCM) solidification in a
pherical shell. At the initial state, the PCM liquid occupies
8.5% of the shell. The upper segment of 1.5% contains air, which
ows in as the solidification progresses. In the experiments, a
ommercially available paraffin wax is used. Its properties are
ngaged in the numerical simulations. The investigation is per-
ormed for solidification in spherical shells of 20 mm, 40 mm, 60
m, and 80 mm in diameter at the wall uniform temperature,
hich varied from 10°C to 40°C below the mean solidification

emperature of the phase-change material. Transient numerical
imulations are performed using the FLUENT 6.2 software and in-
orporate such phenomena as flow in the liquid phase, volumetric
hrinkage due to solidification, and irregular boundary between
he PCM and air. The numerical model is validated versus the
xperimental results. Shrinkage patterns and void formation are
emonstrated. Dimensional analysis of the results is performed
nd presented as the PCM melt fractions versus the product of the
ourier and Stefan numbers. This analysis leads to a generaliza-

ion that encompasses the cases considered herein.
DOI: 10.1115/1.2993543�

eywords: solidification, sphere, simulation, voids

Introduction
Phase change in spherical geometry is of great interest from the

heoretical point of view and is of importance for the development
f processes based on the use of latent heat. A considerable
mount of literature on this subject exists, which reflects experi-
ental, theoretical, and numerical investigations of melting and

olidification. Theoretical studies on melting and solidification
ithin spherical enclosures were performed by several researchers

1–8�. Advances in the field are summarized in Refs. �9,10� con-
erning its theoretical and practical aspects.

In the literature on solidification, a spherical shell containing a
hase-change material �PCM� is usually treated as being com-
letely filled by the molten material in the initial state. This means
hat the PCM touches the entire internal surface of the shell. Then,
f a uniform temperature is applied to the shell, solidification
ould be concentric, as demonstrated recently by Chan and Tan

11�. Actually, this physical situation is commonly treated in the
iterature. For instance, Ismail �12� summarized the available re-
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sults and compared the position of the interface reported in vari-
ous investigations as a function of time. The reported deviations
from concentricity are related to a nonuniform distribution of the
heat-transfer coefficient on the outside of the shell, as presented in
Ref. �13�. The density difference between the liquid and solid is
commonly neglected in those models. This may suit water freez-
ing in some cases. For other materials and, in particular, paraffins,
the solid density is higher than that of the liquid. This means that
the solid will occupy only a part of the volume initially occupied
by the liquid, while the remaining fraction of the enclosed volume
will be a void. In casting �14�, formation of voids is recognized as
a major problem, as it is also in the design of latent heat thermal
energy storage �LHTES� systems based on the melting-
solidification cycles �15�. For instance, the solid shape and struc-
ture will affect the rate of consequent melting �16�, thus affecting
the entire cycle. Also, the design of a storage system must address
such questions as shell shape, strength, orientation, packaging,
etc. For instance, a packed bed of spheres �10� could collapse
under its own weight due to the voids in the shells.

In a completely symmetrical formulation described above, the
void is formed at the center of the shell �11�, and the problem
remains essentially symmetrical. This makes the existing solutions
applicable. However, in the other cases the location and shape of
the void�s� are not known a priori, and their prediction presents a
significant challenge. Following the works of Sulfredge et al. �17�
for various geometries �e.g., horizontal pipes; the other works of
that group are discussed in Ref. �15��, one can assume that void
formation depends on the shell shape and size, material properties,
cooling rate, and direction.

As mentioned above, the studies reported in the literature con-
cern an initially completely filled spherical shell. However, it is
practically impossible to have a rigid spherical shell filled 100%
with liquid due to, e.g., thermal expansion. For example, if just a
0.5 mm high segment is filled with air in the upper part of a shell
that is 80 mm in diameter, its volume is negligible being 0.012%
of the shell volume, but its diameter is as large as 12.6 mm. As it
is obvious that no solidification can occur inside the segment, its
presence has a significant effect on the resulting solid shape. The
profound effect of this feature has been recently demonstrated by
Revankar and Croy �15�.

Studies of solid-liquid phase-change are characterized by con-
siderable difficulties encountered in both experimentation and
modeling. In particular, temperature measurement inside the en-
closure can affect the process itself. For this reason, visualization
is widely used in melting studies. In solidification, however, visu-
alization can be rather difficult if the solid is not transparent,
hence it is rarely done �15�. Thus, it is common in the literature to
report the overall results of measurements �18�. However, the
overall measurements may not reflect voids or other structural
features. As for the modeling, a significant effort is required to
describe such features as solid-liquid volume change, natural con-
vection in the melt, possible motion of the solid in the liquid, and,
specifically in solidification, the curvilinear solid-liquid interface
and formation of voids. Thus, while a pioneering work in this
direction has been done back in the 1970s by Shamsundar and
Sparrow �19�, it is not surprising that the works that attempt at
solving these problems of curvilinear geometries have started to
appear only very recently �20–22�.

In this study, both experiments and numerical modeling are
reported. The experimental approach is similar to that employed
by Glaich et al. �23� and involves thin plastic shells that are cut in
halves during the process of solidification. The experimental find-
ings serve to validate the numerical model and illustrate the es-
sential features obtained numerically. The modeling is based on
the method successfully used for melting by Assis et al. �24�

2 Modeling

2.1 Numerical Model. The numerical method has been ex-

tensively described in Ref. �24�, and only the essential features are

FEBRUARY 2009, Vol. 131 / 024502-109 by ASME
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resented here. The physical model is shown in Fig. 1. In the
nitial state, the liquid PCM fills 98.5% of the enclosed space.
rom above, the PCM is exposed to air, which is allowed to enter

he shell gradually, as the process of solidification advances.
The properties of the PCM are based on a commercially avail-

ble material—RT27 �Rubitherm GmbH, Berlin, Germany�. As
he material does not have a “sharp” melting temperature, a melt-
ng interval is used, with the solidus and liquidus temperatures set
t 28°C and 30°C, respectively. The other properties are: latent
eat L=179 kJ /kg, sensible heat capacity in liquid/solid state cp
2.4 /1.8 kJ /kg K, thermal conductivity in solid/liquid state k
0.24 /0.15 W /m K, constant density of �s=870 kg /m3 in the

olid state, and dynamic viscosity of �l=3.42�10−3 kg /m s in
he liquid state. Variable density was defined in the liquid state
ith �l=760 kg /m3 at 30°C and the volumetric expansion coef-
cient �=0.5�10−3 K−1. In the “mushy” state, where the solid
nd liquid phases coexist between 28°C and 30°C, the density
aries linearly from 870 kg /m3 at 28°C to 760 kg /m3 at 30°C.
t is assumed that both solid and liquid phases are homogeneous
nd isotropic, and the solidification process is axisymmetric. The
olten PCM and the air are incompressible Newtonian fluids, and

aminar flow was assumed in both. A density-temperature relation
s used for air. In the simulations, the initial temperature of the
hole system is 32°C, i.e., the PCM temperature is slightly
igher than its solidification temperature.

The numerical approach makes it possible to calculate the pro-
esses that occur inside the solid PCM �conduction�, the liquid
CM �convection�, and the air �convection� simultaneously, and to
ccount for the phase-change and moving curvilinear boundary
ue to a variation in the PCM volume. Based on the axial sym-
etry of the physical model, a computational domain was defined

s half of the model shown in Fig. 1.
In order to describe the PCM-air system with a moving internal

nterface but without interpenetration of these two media, a so-
alled “volume-of-fluid” �VOF� model has been used. For the
hase-change region inside the PCM, the enthalpy-porosity ap-
roach is used, by which the porosity in each cell is set equal to
he liquid fraction in that cell. Accordingly, the porosity is zero
nside fully solid regions.

The numerical solution has been obtained using the FLUENT 6.2

oftware. The effects of time step and grid size on the solution
ere carefully examined in Ref. �24�. The chosen time step was as

mall as 0.002 s. The grid was built using the GAMBIT software,

Fig. 1 Physical model
ith special attention paid to the PCM-air interface in the initial

24502-2 / Vol. 131, FEBRUARY 2009
state. The grid size of 3520 elements was chosen after a careful
examination of the results of a grid refinement process. The con-
vergence of the solution was checked at each time step, with the
convergence criterion of 10−5 for the velocity components and
continuity, and a criterion of 10−8 for energy. A Dell PowerEdge
2600 computer was used, which features two 3.20 GHz Intel Xeon
processors and is scalable to 12 Gbytes of PC2100 DDR SDRAM.
A typical run took from a few days to several weeks.

2.2 Experimental. In the present study, 0.1 mm thick plastic
shells are used, which are cut with the PCM after the latter had
solidified completely or at the intermediate stages of the process
�25�. Solidification of RT27 has been conducted in a Neslab RTE
7 circulating thermostatic bath, which maintains a desired tem-
perature within 0.1°C. The bath was kept typically at 10°C or
20°C below the mean solidification temperature of the PCM. In
order to be consistent with the simulation, the shell was inserted in
the bath when the PCM temperature was about 32°C, i.e., few
degrees above its mean melting temperature.

Two series of the experiments were performed. The first series
was conducted in shells of 30 mm and 70 mm in diameter up to
complete solidification. The shells were cut in halves, and the
solid shape recorded. The second series was conducted in shells of
40 mm in diameter, where each shell was withdrawn from the bath
at a prescribed time. The shell was cut in halves, the remaining
liquid was removed, and the solid shape was recorded.

3 Results and Analysis

3.1 Solidification Patterns. An example of the series of com-
plete solidification of paraffin RT27 in a shell 70 mm in diameter
is shown in Fig. 2. One can see in the figure that a large void is
formed in the upper part of the shell. This shrinkage resembles the
cavity reported in Ref. �19� and can also be compared with similar
voids reported recently for spherical �15� and vertical cylindrical
enclosures �20–22�. We note that its location adjacent to the ini-
tially unfilled space in the upper part of the shell is consistent with
the conclusion of Sulfredge et al. �17� that “with a degassed liq-
uid, the distribution of solidification voids is largely determined
by the location and pattern of the initial shrinkage voids.”

The shrinkage observed in Fig. 2 is further illustrated in Fig. 3

Fig. 2 Solidification with an upper void „shrinkage… for D
=70 mm and �T=20°C †25‡
where the entire simulated process of solidification is presented
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or a shell 80 mm in diameter at �T=20°C. The hues are shown
n terms of the thermal conductivity, thus clearly separating be-
ween the solid, liquid, and air. The initial and final volumes oc-
upied by air are denoted in the figure for the sake of clarity.

One can see from Fig. 3 that an upper shrinkage is formed,
eflecting the experimental findings of Fig. 2 for a similar case. Its
oundaries are defined by the initial level of the liquid PCM in-
ide the shell. It appears that the numerical model succeeds to
eflect formation of a characteristic solid phase shape up to the
nal state, which includes only solid and air, as shown by differ-
nt colors.

The findings of Revankar and Croy �15� indicate that in some
ases an additional central void can be formed when a spherical
hell is not completely filled with liquid. That result was obtained
or cyclohexane in a relatively small shell 2.54 cm in diameter.
ccording to Revankar and Croy �15�, “a large bubble” is formed

t the top of the shell, while “several void dendrites” appear at its
enter. We note that the liquid-solid shrinkage of cyclohexane at
.8% is much smaller than that of RT27, which is similar to
-octadecane.
Figure 4 shows our intermediate experimental and numerical

ig. 3 Simulated solidification with upper void „D=80 mm and
T=20°C…
esults for the case of D=40 mm and �T=20°C. The numerical

ournal of Heat Transfer
Fig. 4 Solidification with central void „D=40 mm and �T
=20°C…: „a… numerical, and „b… experimental †25‡
FEBRUARY 2009, Vol. 131 / 024502-3
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esults are shown in terms of the melt fraction �Fig. 4�a�� defined
s the melted mass divided by the total mass of the PCM. Thus,
he melt fraction is zero when solidification is complete. The ex-
erimental images are recorded immediately after the shells have
een cut, and the remaining liquid has been poured out �Fig. 4�b��.
ccordingly, the simulation results are also shown with the liquid
hase “removed.” It appears that a remarkable agreement is ob-
ained between the simulation and the experiment, providing vali-
ation for the model. Actually, Fig. 4 reflects, for a relatively
mall shell, the process leading to the formation of a central void,
imilar to the experimental findings of Revankar and Croy �15�.
e note that the last picture of Fig. 4�a� does not show complete

olidification, as the numerical approach is unable at this stage to
odel vacuum or formation of “void dendrites” at the center.
owever, this picture corresponds to the situation in which about
5% of the PCM has already solidified. Thus, the process is pre-
ented almost entirely. To the best of the authors’ knowledge, no
imulation similar to that leading to Fig. 4 has been reported in the
iterature.

3.2 Melt Fraction. The melt fraction of the PCM, defined
bove, is shown for various cases in Fig. 5�a�. We note here that
he melt fraction reflects rather accurately the amount of heat to be
emoved from the system for full solidification. One can see that
he full solidification time, which depends on the shell size and
emperature difference, varies from 5 min to 150 min. On the
ther hand, the curves for various cases are similar in their shape.

3.3 Dimensional Analysis. The dimensionless parameters
hat define the process can be obtained from the dimensionless
orm of momentum and energy equations. The dimensionless en-
rgy conservation equation contains the following dimensionless
roups.

�a� The Fourier number

Fo = �k/�cp��t/R2� �1�
�b� The Stefan number

Ste = cp�T/L �2�

here �T is the difference between the PCM mean melting tem-
erature Tm and the wall temperature Tw. In the present study, the
tefan number varies from about 0.1 ��T=10°C� to 0.4 ��T
40°C�.
In order to account for the free convection contribution, the

rashof number was used in the analysis of melting �24�. How-
ver, the convective motion has been found insignificant in the
olidification processes. For instance, in the process reflected in
ig. 3, i.e., for D=80 mm and �T=20°C, the velocities in the

iquid phase did not exceed 1 mm/s at the beginning of the pro-
ess, and 10 min later the velocities already decreased to the val-
es below 0.1 mm/s, practically disappearing later. This result is
onsistent with the analysis of Viskanta and Gau �26�, who estab-
ished that the natural convection contribution is negligible for
te�1, and with the work of Yao �27� who showed that this
ontribution rapidly decreases with time. It is obvious that for
maller shells, e.g., that correspond to Fig. 4, the motion is even
ess significant. Thus, the Grashof number has been excluded from
he present analysis. We note that the Prandtl number is about 35
or the material used in the present study, i.e., Pr�1.

An application of the dimensionless groups introduced above
eads to the generalized results presented in Fig. 5�b�, where the

elt fraction is shown versus the product of the Fourier and
tefan numbers FoSte for all cases considered in the present
tudy. Thus, the analysis in the present study is consistent with
hat introduced by Shamsundar and Sparrow �19�. One can see
hat all curves practically merge into a single curve, notwithstand-
ng the differences in void formation illustrated in Figs. 3 and 4.

hus, we conclude that the generalization is valid for Ste�0.4.

24502-4 / Vol. 131, FEBRUARY 2009
Also, this result provides an additional indication concerning the
insignificant role of convection. On the other hand, one should
bear in mind that volume shrinkage due to solidification �19� does
induce a local fluid motion, causing the continuously decreasing
level of the liquid in the shell. Thus, the contribution of fluid
motion to the phase-change process expresses itself in the irregu-
lar shapes of the resulting solid phase.

An analysis of the results of Fig. 5�b� yields the following
expression for the melt fraction:

MF = �1 – 4.5�FoSte�1/2�2 �3�
This correlation, also shown in Fig. 5�b�, is valid for the range of
parameters explored in the present study and, in particular, for
Ste�0.4 and Pr�1.

Summarizing the findings of the present study, we note that the
conditions that determine the shape and structure of the voids in
different cases have not been established yet. There are indications
that the cooling rate and shell size are the major factors.

The results of the present investigation have been obtained for

Fig. 5 Summary of the numerical results: „a… summary of the
results for various diameters and temperature differences, and
„b… generalized results and correlation for the melt fraction
the cases in which air was allowed to flow into the shell to fill the

Transactions of the ASME
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pace formed by PCM shrinkage. In cases where the shell is
ealed, the air is compressed on melting and expands on solidifi-
ation, thus closing a full cycle. We assume that the trends dis-
overed in the present study are quite general, and the results of
he analysis performed herein will be valid also when additional
eatures are taken into account.
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omenclature
cp 	 specific heat at constant pressure �J /kg °C�
D 	 diameter �m�

Fo 	 Fourier number, �k /�cp�t /R2

k 	 thermal conductivity �W /m °C�
L 	 latent heat �J/kg�

Pr 	 Prandtl number, cp� /k
R 	 radius �m�

Ste 	 Stefan number, cp�T /L
t 	 time �s�

T 	 temperature �°C or K�

reek Letters
� 	 volumetric expansion coefficient �1/K�
� 	 difference
� 	 density �kg /m3�
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his paper describes the heat transfer and flow characteristics of
heat exchanger tube filled with a high porous material. Fine

opper wires (diameter: 0.5 mm) were inserted in a circular tube
ominated by thermal conduction and forced convection. The po-
osity was from 0.98 to 1.0. The working fluid was air. The hy-
raulic equivalent diameter was cited as the characteristic length
n the Nusselt number and the Reynolds number. The Nusselt num-
er and the friction factor were expressed as functions of the
eynolds number and porosity. The thermal performance was
valuated by the ratio of the Nusselt number with and without a
igh porous material and the entropy generation. It was recog-
ized that the high porous material was effective in low Reynolds
umbers and the Reynolds number, which minimized the entropy
eneration existed. �DOI: 10.1115/1.2994713�

eywords: porous medium, heat transfer enhancement, thermal
erformance, entropy generation

Introduction
Porous materials can be found in thermal engineering as a heat

torage material or a heat transfer promoter, in a Stirling engine as
regenerator, in a heat engine as an exhaust gas filter, in chemical

ngineering as a catalyst, in fluid engineering as a filter, and so on.
hey are also noted as an important material in environmental
roblems �1�. Recently, they have been applied to improve the
ocal heat transfer in a hydrogen production system utilizing heat
rom a high temperature thermal reactor �HTTR� �2�. In the hy-
rogen production system, the object is to keep the thermal per-
ormance and develop a compact reformer using high porous ma-
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nd Summer Heat Transfer Conference �HT2007�, Vancouver, BC, Canada, July

–12, 2007.

ournal of Heat Transfer Copyright © 20
terials. Researches on porous materials have been performed on
thermal radiation in fluidized bed with porosity ��0.8 �3,4�, and
these results are applied as a transformer from thermal radiation to
convection �5,6�. The porosity of heat storage materials is from
�=0.3 to �=0.4. In porosity ��0.8, heat transfer and pressure
drop were investigated using a ceramic foam as a porous type
turbulence promoter �7�. Pumping power of low porous materials
may be higher than that of fin or roughness elements and affect
economic load remarkably. To reduce the load, it is necessary to
apply the high porous materials as a heat transfer promoter. A
numerical basic study was reported for high Reynolds number
forced convection in a channel filled with metallic fibrous mate-
rials of a high porosity ��=0.95� �8�. Heat transfer to a fluid
passing through a porous medium located in a parallel plate chan-
nel and in a circular tube was also estimated numerically �9�.
However, the thermal performance has not been examined well in
a flow passage filled with high porous materials of porosity �
�0.98.

In the present study, we focused on a high porous material with
porosity ��1.0. Fine copper wires were filled in a whole circular
tube and the working fluid was air. Heat and flow experiments
were carried out in a high porous material with porosity �
�0.98. It was examined how a high porous material affects on the
heat transfer and flow characteristics and the thermal perfor-
mance.

2 Experimental Apparatus and Procedure
Air as a working fluid, compressed by a blower, flows into the

test tube filled with fine copper wire via a flow meter and an
entrance section and is heated electrically. After the air is cooled
in a heat exchanger, it is released into the atmosphere. The test
section is a circular tube made of stainless steel, whose inner
diameter is 25 mm and length is 1000 mm. The outer surface of
the tube is covered by Nichrome wire insulated and surrounded by
thermal insulation material. The pressure drop is measured be-
tween the entrance and the exit. Fine copper �purity: 99.999%�
wire whose diameter dw is 0.5 mm is utilized as a porous material.
Fine copper wire was uniformly inserted in the form of spirals
over the whole area in a circular tube to move the fluid from the
center of the flow passage to the wall along the flow direction, and
the porosity was controlled by changing the wire length. Experi-
ments of heat transfer and flow characteristics were performed
with and without high porous materials.

The hydraulic equivalent diameter DH was used as a character-
istic length because the porosity is close to 1.0. DH is expressed
using tube diameter D, wire diameter dw, and porosity � as fol-
lows:

DH =
�D2�

�D +
�D2�1 − ��

dw

�1�

DH becomes D as the porosity approaches 1.0. Figure 1 shows the
relationship between DH and �. There is no remarkable error even
if DH is dw in low porosity and DH changes rapidly near ��0.8
and approaches D.

Experimental conditions are as follows: Reynolds number Re
=2000–20,000, wire diameter dw=0.5 mm, and porosity �
=0.98–1.0.

3 Experimental Uncertainties
All the uncertainties were estimated by the procedure described

by ANSI/ASME, PTC 19–1 �10� and Moffat �11�. The main
sources of errors in Nusselt numbers and friction factors were the
evaluation of the temperature, the electric input, the flow rate, the
pressure drop, the size of the tube, and the thermal properties of
air �specific heat, thermal conductivity, density, and kinetic vis-

cosity�. A 95% relative coverage of uncertainty for Nusselt num-
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ers was from 5.1% to 7.8%, depending on flow conditions. On
he other hand, a 95% relative coverage of uncertainty for friction
actors was from 4.2% to 6.1%.

Results and Discussions

4.1 Heat Transfer. The relationship between the average
usselt number along the flow direction and the Reynolds number

s presented as a parameter of porosity in Fig. 2. The solid line
hows the equation in which Gnielinski �12� modified Petukov’s
quation �13� without porous mediums. In high Reynolds num-
ers, experimental values agree well. However, in comparatively
ow Reynolds numbers, they tend to be higher than Gnielinski’s
quation. This means that the transition region from laminar to
urbulent flow affects heat transfer. Generally, Nusselt numbers
re high at low porosities and are arranged by Re0.77 for all po-
osities within present conditions. The heat transfer is improved
bout 2.5 times at Re�4000. The analytical values in Refs. �8,9�
re denoted by a gray triangle and a gray circle in Fig. 2. The
usselt numbers in Re=104, �=0.95 �8� and in Re=2000,
a� �Darcy number: the ratio of permeability to characteristic

ength square�=10−4 �9� are 95 and 13, respectively, which stand
n the trends of the present experimental values. In addition, the
resent experimental results of fine copper wire are compared
ith those of roughness elements by Webb et al. �14�. Nusselt
umbers in height of roughness element e=0.5 mm �line A�, e
0.4 mm �line B�, and e=0.25 mm �line C� correspond to those

n porosity �=0.982, �=0.986, and �=0.998, respectively. The

ig. 1 Hydraulic equivalent diameter DH „dw=0.5 mm and D
25 mm…
Fig. 2 Relationship between Nu and Re
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mechanism of heat transfer enhancement by these high porous
materials is due to not only the increase in the thermal diffusion
�15� and heat transfer area but also the increase in the flow mixing
near the wall. Therefore, thermal resistance near the tube wall is
depressed by fine wires. The enhancement rate of heat transfer
tends to decrease with the increase in Reynolds number. The Nus-
selt number is expressed as functions of Re and � as follows:

Nu = 0.11 Re0.77���1 − ���0.33 + 0.012 Re0.84 �2�

The second term on the right-hand side is Nu at �=1.0. The
94% of all experimental average Nusselt numbers is approximated
within �15% by Eq. �2�.

4.2 Flow Resistance. The structure of the porous material is
composed of square wire netting and horizontal needles. There-
fore, the pressure drop is constituted in shape resistance �PK and
friction loss �Pm as follows:

�P = �PK + �Pm = K��u2

2
�N + fm��u2

2
�� lm

DH
� �3�

where K is the shape factor, � is the air density, fm is the friction
factor, lm is the tube length, and N is the number of wire netting.
The shape factor K is expressed by Eq. �4� �16�.

K = 6� dw

DH
�−1/3

�1 − ���−7/3 Re−1/3 �4�

where � is an open area ratio.
Friction loss was obtained by subtracting the shape resistance

from the experimental pressure loss �P. The relationship between
the friction factor fm and the Reynolds number Re is denoted as a
parameter of porosity � in Fig. 3. The solid line shows Blasius’s
equation without porous material. The friction factor fm increases
with a decrease in porosity and depends on Re−0.17. Present ex-
perimental data were compared with friction factors of roughness
elements by Webb et al. �14�. The area contacted to air for the
roughness height e=0.25–0.5 mm is 3–10% larger than that of
the smooth tube. On the other hand, in the porous material, the
contact area for porosity �=0.99–0.98 increases by 50–100%.
Consequently, the friction factor fm is expressed as functions of
Re and � as follows:

fm = 32.1 Re−0.17	 �1 − ��
�


0.76

+ 0.12 Re−0.15 �5�

The second term on the right hand side is fm in �=1. The 96%

Fig. 3 Relationship between fm and Re
of all friction factors is arranged within �15% by Eq. �5�.
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4.3 Thermal Performance. Two kinds of thermal perfor-
ance were evaluated for the heat transfer enhancement and the

ffect on the environment using heat transfer and flow character-
stics. In the case of the first law of thermodynamics, evaluation is
atio of the Nusselt number with and without porous materials at
a� constant Reynolds number, �b� constant pressure drop, or �c�
onstant pumping power �17�. Representatively, in condition �c�,
eat transfer improvement can be seen in low Reynolds numbers
nd high porosities �Fig. 4�. This means that in the field dominated
y thermal conduction and convection, a small amount of the
orous material is effective.

Entropy generation based on the second law of thermodynamics
g is composed of two terms by heat transfer and flow �18� and
as relation to the environmental problem. In the present case, Sg
s expressed by the following equation:

Sg = � qD

Nu k
��q�D

T2 � + ��D2u

4T
��−

�Pm

lm
� �6�

The first term on heat transfer reduces with Re due to the de-
endency of Re on Nu in Eq. �2�. On the other hand, the second
erm on friction increases with Re due to the dependency of Re on
fm in Eq. �5�. Consequently, entropy generation cannot be
voided, but we can find a Reynolds number that minimizes en-
ropy generation, Rec, as an operating condition to reduce the
nfluence to the surrounding. Figures 5�a� and 5�b� show the ther-
al performance by entropy generation. Figure 5�a� shows the

elationship between Sg and Re as a parameter of porosity. In the
resent experiment, Rec is about 3000 at �=0.98 and Rec
10,000 at �=0.998. Sg behaves inversely for porosity at lower

nd higher Reynolds numbers than the boundary point Rec. Sg
ecomes low at low Reynolds numbers for low porosity and at
igh Reynolds numbers for high porosity. Figure 5�b� presents the
atio of entropy generation with and without porous material,
g /Sgo. The ratio is less than 1.0 in the Reynolds number region
e�Rec for low porosity. Sg /Sgo becomes higher than 1.0 at Re
Rec. This means that a high porous material brings about an

ncrease in entropy generation in Re�Rec, but it is effective in
e�Rec. When we apply the system in practical facility, we

hould operate in these conditions to reduce the influence of the

ig. 4 Thermal performance by Nu/Nuo; pumping power
const
ystem to the environment.

ournal of Heat Transfer
5 Conclusions
The heat transfer and flow characteristics of a circular tube

filled with fine copper wire as a high porous material ���0.98�
were investigated experimentally, and the thermal performance
was evaluated.

The Nusselt numbers and the friction factors were arranged by
functions of the Reynolds number, based on the hydraulic equiva-
lent diameter as a characteristic length, and the porosity, namely,
Eq. �2� for Nu and Eq. �5� for fm. For heat transfer improvement,
a high porous material is useful at low Reynolds numbers. In
entropy generation, a Reynolds number which minimizes entropy
generation, Rec exists for each porosity, and comparatively low
porous material reduces entropy generation and is effective in
lower Reynolds numbers than Rec within the present experimental
conditions.

Thermal performance depends on the evaluation based on the

Fig. 5 Thermal performance by entropy generation: „a… en-
tropy generation Sg and „b… entropy generation ratio Sg /Sgo
first law of thermodynamics for the heat transfer enhancement and

FEBRUARY 2009, Vol. 131 / 024503-3
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he second law of thermodynamics for effects to the environment.
herefore, when we apply the present system to practical facility,
e should select the operating condition for our objectives ac-

ording to the present results.
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omenclature
dw 	 diameter of fine copper wire, mm
D 	 inner diameter of a tube, mm

DH 	 hydraulic equivalent diameter, mm, m
fm 	 friction factor
h 	 heat transfer coefficient, W / �m2 K�
K 	 shape factor
lm 	 tube length, mm, m

Nu 	 Nusselt number in a tube with porous material
=hDH /


Nuo 	 Nusselt number in a tube without porous
material

�p 	 pressure drop between entrance and exit, N /m2

q 	 heat flux, W /m2

Re 	 Reynolds number=uDH /�
Rec 	 Reynolds number that minimizes the entropy

generation
Sg 	 entropy generation with porous material,

W / �m K�
Sgo 	 entropy generation without porous material,

W / �m K�
T 	 temperature, °C, K
u 	 pore velocity, m/s
x 	 length along the flow direction, m
� 	 open area ratio
� 	 porosity

 	 thermal conductivity of air, W / �m K�
� 	 kinetic viscosity of air, m2 /s
� 	 density of air, kg /m3
24503-4 / Vol. 131, FEBRUARY 2009
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iscussion: “The Modeling of Viscous
issipation in a Saturated
orous Medium” (Nield, D. A., 2007,
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In a recent paper �1� modeling of viscous dissipation in fluid-
aturated porous media is considered. This Comment concerns the
nergy conservation formulation of natural or mixed convection
roblems including viscous dissipation. For simplicity, sometimes
nly the clear fluid situation is treated, the main issues applying
oth to clear fluids and to fluid-saturated porous media.

nergy Conservation Formulation for Natural Convec-
ion in Enclosures

Energy conservation equation applied to any closed system
ives �2�

dE

dt
= Q̇ − Ẇ �1�

roperty energy is composed by the components �2�: internal en-
rgy, U, kinetic energy, �1 /2�mV2, and potential �gravitational�
nergy, mgy, that is, E=U+ �1 /2�mV2+mgy. For a closed system

perating in steady-state dE /dt=0 and Q̇−Ẇ=0. Ẇ is the me-
hanical power exchanged between the closed system and its sur-
oundings, which is null in the present case. Only if a rotating
haft or electrically energized cables cross the walls of the system,

r the walls are deformable or mobile it is Ẇ�0. In the present

ase it is forcedly Q̇=0.
If the domain is a differentially heated enclosure of rigid walls,

ith a hot wall and a cold wall, heat crosses it from the hot wall

o the cold wall, and the overall heat input Q̇H equals the overall

eat output Q̇C, that is,

Q̇ = Q̇H

�0

+ Q̇C

�0

= 0 �2�

his result holds for any prescribed temperature or heat flux at the
alls of the enclosure and for any orientation of these walls. An-

ther way to write Eq. �2� is �Q̇H�= �Q̇C�.
For unsteady situations it can be �Q̇C�� �Q̇H� as a result of a

ecrease in the potential energy or a decrease in the internal en-

rgy. However, under steady-state conditions, only �Q̇H�= �Q̇C� is
ompatible with the energy conservation principle.

If the viscous dissipation term is taken into account

�Q̇C� = �Q̇H� +�
V

�volumetric viscous dissipation rate�dV �3�

iolating the energy conservation principle by the reasons detailed
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above. Thus, if the viscous dissipation is taken into account an
additional term needs to be taken into account. The complete
thermal energy conservation equation �for a clear fluid� can be
obtained from Ref. �3�; this additional term is the work of pressure

forces, and as �Q̇H�= �Q̇C� it is

�
V

�volumetric viscous dissipation rate�dV

+�
V

�volumetric rate of work of pressure forces�dV = 0

�4�
Locally, the volumetric viscous dissipation rate can be different
from the volumetric rate of work of pressure forces, and Eq. �4�
applies to the overall enclosure. Viscous dissipation is always
positive, and the work of pressure forces can be positive or nega-
tive depending if the fluid is contracting or expanding, respec-
tively �3�. Viscous dissipation results from the fluid motion, in
natural convection problems fluid motion results from the
expansion/contraction experienced by the fluid, and both the vis-
cous dissipation and the work of pressure forces need to be taken
into account in order to have the unique consistent energy conser-
vation formulation.

No restrictions were made concerning the orientation of the
enclosure or of the enclosure walls, and it is incorrect the claim
made in Ref. �1� saying that Eq. �4� applies only to a laterally
heated enclosure and not to a bottom heated enclosure. It is argued
in Ref. �1� that the kinetic energy released in the bottom heated
enclosure comes into play, and Eq. �4� does not apply. However,
the thermal energy conservation equation is obtained subtracting
the kinetic energy conservation equation from the total energy
conservation equation �3�, and the kinetic energy effects cannot be
invoked when dealing with just the thermal energy conservation
equation.

Energy Conservation Formulation for Natural or Mixed
Convection

In mixed convection fluid motion is partially forced and par-
tially buoyancy induced. For the buoyancy induced flow applies
the mentioned above for natural convection. In this case, however,
Eq. �4� does not apply, as there are forced flow contributions for
viscous dissipation.

In Sec. 5 of Ref. �1� it is argued that the sentence in Refs. �4,5�
“…the main results and conclusions apply to any natural or mixed
convection problem…” is incorrect. However, the main results
and conclusions of Refs. �4,5� are as follows. �i� The consistent
energy conservation formulation of natural or mixed convection
problems needs to consider both the viscous dissipation and the
work of pressure forces. �ii� The energy formulation considering
only the viscous dissipation term is inconsistent and violating the
energy conservation principle. �iii� Viscous dissipation results
from fluid motion, and in natural convection fluid motion results
from the expansion/contraction experienced by the fluid, with the
associated work of pressure forces. Results, in the form of Eq. �4�,
which apply to closed enclosures, are a way to explain the main
question and not the main result and/or conclusion of Refs. �4,5�.
Natural convection heat transfer problem is used to show the es-
sence of the problem, and extrapolations are made to what hap-
pens in mixed convection heat transfer problems, where part of
the fluid motion is buoyancy induced. This is highlighted in Con-
clusions of Refs. �4,5�. It is thus correct the claim in Sec. 5 of Ref.
�1� saying that result expressed by Eq. �4� is not valid for mixed
convection problems, but this is not claimed in Refs. �4,5�.

Boussinesq Approximation
The above results were obtained without considering any sim-
plifying approach, and no reference was made to the Boussinesq

FEBRUARY 2009, Vol. 131 / 025501-109 by ASME
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pproximation or to the Oberbeck–Boussinesq approximation.
Use of a simplified model results on some contamination of the

olution, and even on some inconsistencies taking in mind the
trict �exact� model and that thermodynamics sets many links be-
ween variables and properties. This is also the case when the
oussinesq or the Oberbeck–Boussinesq approximation is used to

olve the natural or mixed convection problems.
One thing is to start from the consistent energy conservation

ormulation of the problem and to use a simplified model to solve
t, and inconsistencies on the energy conservation are due to the
sed simplified model. A different thing is to start from an incon-
istent energy conservation formulation of the problem and to use
simplified model to solve it, and try to explain inconsistencies

n the energy conservation as based only on the used simplified
odel to solve the problem.

cale Analysis
Conclusions are obtained in Sec. 6 of Ref. �1� concerning the

elevance of the viscous dissipation and of the work of pressure
orces in natural convection problems, which are presented as
epending on the considered scales and on the physical situation
onsidered �laterally heated enclosure or bottom heated enclo-

ure�.

25501-2 / Vol. 131, FEBRUARY 2009
Result expressed by Eq. �4� applies to natural convection in
enclosures, no matter how they are oriented or their walls are
oriented. In Sec. 6 of Ref. �1� a scale analysis is conducted over
the differential thermal energy conservation equation, and thus
only local conclusions can be obtained in what concerns the rela-
tive magnitude of the involved terms. However, by the reasons
mentioned above, viscous dissipation and work of pressure forces
are strongly linked in natural or mixed convection problems, and
local and integral assessments of their relevance can lead to sig-
nificantly different conclusions �description after Eq. �4��.
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I thank Dr. Costa for his discussion on my paper �1�, and I
elcome the opportunity to clarify this matter.

osta’s Energy Conservation Formulation
Costa repeated the arguments that he presented in his earlier

apers �2,3�, and clarified his ambiguous statement in Ref. �3� that
… the main results and conclusions apply to any natural or
ixed convection problem.”
The author now argues that the general claim �as clarified� by

osta is incorrect. In particular, it is argued that �1� the application
f the first law of thermodynamics in the way that he has applied
t is not necessary, �2� he has applied it in an invalid manner, and
3� his claim is falsified by other results.

First, the first law of thermodynamics is already incorporated in
he thermal energy equation. That equation expresses the fact that
nergy is conserved in each elementary volume of the domain,
nd hence it follows that it is conserved in an enclosure that is
losed to mass flow. In the case of forced convection �for which a
olume fixed in space is not closed with respect to mass flow�, the
hermal energy equation must be supplemented by a requirement
f global conservation of energy, but for natural convection in an
nclosure this is not required.

Second, in the case of a laterally heated box, it is not permis-
ible to treat the heat flux at the hot wall and the heat flux at the
old wall as independent quantities once the hot wall temperature
nd the cold wall temperature have been specified. One cannot
pecify the boundary temperature and the boundary heat flux si-
ultaneously. To do so would be to overspecify the boundary

onditions in a boundary value problem. When one is setting up
he physical situation with fixed wall temperatures, the wall heat
uxes adjust accordingly as energy is exchanged with the outside.
Third, the claim is falsified by known results in the case of

orced convection, which is a limiting case of mixed convection.
ith forced convection it is well known �e.g., Ref. �4�� that it is

ossible to have a situation where there is substantial viscous
issipation but negligible pressure work. If Costa’s claim were
orrect then one would have a substantial jump in the difference
etween global viscous dissipation and global pressure work as
oon as one added some buoyancy, no matter how small the
mount.
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It appears to the present author that Costa assumed that buoy-
ancy is a phenomenon that occurs in compressible fluids only, one
intrinsically involving expansion and contraction, whereas, in fact,
buoyancy results whenever there are density variations, no matter
how caused. This is an additional reason why his result for natural
convection in a laterally heated box does not generalize to all
flows driven by buoyancy.

In the light of the above arguments it appears that the criticisms
that Costa made of statements in Ref. �1� are based on a fallacious
assumption. Contrary to Costa’s claim, it is the scale analysis of
the local energy balance �the differential equation� that is pertinent
in estimating the relevant magnitude of the viscous dissipation
and of the work of pressure forces. It is not possible to perform a
legitimate scale analysis on a global scale.

It is the author’s opinion that Costa has been misguided by
some Computational fluid dynamics �CFD� calculations for the
laterally heated square box—calculations based on a limited pa-
rameter range, a special geometry, and special boundary condi-
tions. There is a need for more extensive calculations.

Addendum on Velocity Scales
The author now takes the opportunity to extend the discussion

of velocity scales made in Ref. �1�, where it was argued that the
velocity scale for weak natural convection should be of order
UcRaD, whereas that for strong natural convection it should be of
order UcRaD

1/2. Here RaD is the Rayleigh–Darcy number and Uc
is the conduction velocity scale. It is now pointed out that this is
consistent with the fact that in the Horton–Rogers–Lapwood prob-
lem the Nusselt number varies as RaD for small supercritical val-
ues and as RaD

1/2 for large values, together with the fact that the
release of kinetic energy due to the buoyancy force is proportional
to the product of the vertical velocity component and the tempera-
ture excess. This provides additional support for the view taken in
Ref. �1� on the way in which the velocity scale affects the balance
between viscous dissipation and pressure work. In that paper it
was argued that �1� the magnitude of viscous dissipation com-
pared with conduction can be estimated, a priori and independent
of the consideration of pressure work, once an estimate is made
for the velocity scale, and �2� there is a fundamental difference
between the special case of a laterally heated box �in which, be-
cause of cancellation of the contributions from subdomains, there
is to first order no net release of kinetic energy due to buoyancy�
and a bottom heated box �in which there is a nonzero net release
of kinetic energy due to buoyancy�. This is a further reason why
Costa’s conclusions cannot be extended from those for a laterally
heated box to all natural or mixed convection problems.
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In the above paper �Shateyi et al. �1�� the authors treat the
oundary layer flow along a vertical semi-infinite, isothermal
late of an electrically conducting fluid. The flow is influenced by
horizontal magnetic field taking into account the Hall effects. In

he energy equation the radiation has been included. The boundary
ayer equations are transformed from the x, y coordinates into �, �
nd subsequently are solved numerically using the Blottner
ethod. However, there are some significant errors in the above

aper which are presented below:
The momentum equations used by the authors are �Eqs. 1�b�

nd 1�c� in their paper�

u
�u

�x
+ v

�u

�y
= �

�2u

�y2 + g��T − T�� −
�B0

2

��1 + m2�
�mu + w� �1�

u
�w

�x
+ v

�w

�y
= �

�2w

�y2 −
�B0

2

��1 + m2�
�mw − u� �2�

here u, v, and w are the velocity components in x, y, and z
irections, T is the fluid temperature, � is the volumetric expan-
ion coefficient, � is the fluid kinematic viscosity, � is the fluid
ensity, � is the fluid electrical conductivity, B0 is the magnetic
nduction and m is the Hall parameter. However, the last terms in
he above two equations are wrong and the correct forms of Eqs.
1� and �2� are as follows �Hossain and Arbad �2�, Pop and Wa-
anabe �3�, Saha et al. �4��

u
�u

�x
+ v

�u

�y
= �

�2u

�y2 + g��T − T�� −
�B0

2

��1 + m2�
�u + mw� �3�
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u
�w

�x
+ v

�w

�y
= �

�2w

�y2 −
�B0

2

��1 + m2�
�w − mu� �4�

Taking into account that the Hall parameter m has been varied
between 0.1 and 5 in the above work it is clear that the presented
results and the conclusions are wrong.

Except that, there is a serious problem with some figures. The
characteristics of the variation of velocity, temperature or any
other substance transported inside a boundary layer are well es-
tablished and known from 1950. Velocity and temperature profiles
approach the ambient fluid conditions asymptotically. Asymptoti-
cally means that the velocity and temperature gradient at large
distance from the plate is zero. Some velocity and temperature
profiles that approach the ambient conditions correctly �asymp-
totically� in a boundary layer flow are shown, for example, on p.
72 by Jaluria �5�. However, this does not happen in the above
work. One temperature profile in Fig. 2�a�, all temperature profiles
in Fig. 4�b�, two temperature profiles in Fig. 5�a�, one temperature
profile in Fig. 5�b�, two temperature profiles in Fig. 6�a�, and two
temperature profiles in Fig. 8�b� do not approach the horizontal
axis asymptotically. Especially, the profiles in Fig. 4�b� are almost
straight lines and such profiles do not exist in boundary layer flow.
The above-mentioned profiles are truncated due to a small calcu-
lation domain used. The calculation domain was not sufficient to
capture the real shape of all profiles and a wider calculation do-
main should be used. This is an error made frequently in the
literature �see Pantokratoras �6��.

It is known in magnetohydrodynamics that the free convection
along a vertical, isothermal plate under the action of a horizontal
magnetic field with constant induction does not admit similarity
solution. This is also mentioned in the above work �p. 1709�. In a
nonsimilar problem, like the present one, the velocity and tem-
perature changes along the plate. However, this does not happen
in the present problem. Although the transformed equations �5�
are functions of the streamwise coordinate �, none of the figures
contain any �. To what distance � correspond the presented pro-
files? No information is given.

Finally the captions in Figs. 6–8 are wrong.
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